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ABSTRACT: We have revisited the general constructing schemes for a large family of stable hollow boron fullerenes with 80 4 8n
(n=0,2,3,..) atoms. In contrast to the hollow pentagon boron fullerenes with 12 hollow pentagons, the stable boron fullerenes
constitute 12 filled pentagons and 12 additional hollow hexagons, which are more stable than the empty pentagon boron fullerenes
including the “magic” Bgg buckyball. On the basis of results from first-principles density-functional calculations, an empirical rule for
filled pentagons is proposed along with a revised electron counting scheme to account for the improved stability and the associated

electronic bonding feature.

Since the discovery of Cgo buckyball 25 years ago, the fas-
cinating properties and promising applications of the syn-
thetic carbon allotropes—fullerenes, nanotubes, and graphene—
overwhelmingly illustrate their unique scientific and technolog-
ical importance."” As boron and carbon share an abundance of
bonding similarities,® '° there has been a tremendous amount of
interest in the search for nanostructured counterparts of carbon
allotropes. Among efforts in exploiting hollow inorganic cage-like
structures, the theoretical prediction of a highly stable “magic”
Bgo buckyball® by the groups of Szwacki, Sadrzadeh, and Yakobson
has received a great deal of attention."'~*° The boron buckyball
Bgy is structurally analogous to the eminent Ceo," with 60 boron
atoms placed at the corners of a truncated icosahedron that
constitutes 12 pentagons and 20 hexagons, along with an extra 20
boron atoms in the center of each hexagon.’ The 20 capping
atoms stabilize the cage of the identical icosahedral (I},) symme-
try as the C4o buckyball.

The novel chemical bonding pattern of Bg, provides crucial
insights into the nature of boron nanomaterials and has prompted
considerable efforts in designing associated nanostructures such
as endohedral complexes,” solids,"”'" and hydrogen storage media."*
Inspired by the Bgy buckyball configuration, construction rules
for a family of stable boron fullerenes were proposed.'> More-
over, careful examination of the chemical bonding of Bg, bucky-
ball with triangular and hexagonal motifs led to re-evaluation of
boron sheets and nanotubes composed of purely puckered trian-
gular structures, revealing more stable a-boron sheet (a-BS).?

Baruah and co-workers reported that the “magic” I;-Bgy bucky-
ball was vibrationally unstable and further showed that a relaxa-
tion of the I;-Bgy buckyball leads to a vibrationally stable T,
structure.'® In the present paper, an alternative means for con-
structing a structurally inequivalent vibrationally stable T}, struc-
ture is demonstrated, and a transition state geometry between the
two T, structures is also presented. On the other hand, recent ab
initio simulation studies have unveiled a few lower energy
structures built by an icosahedral B, core along with a shell of
pentagonal and hexagonal pyramidal units.'™'® These new
developments raise questions regarding the relative stability of
boron cages.
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In accordance with the “Aufbau principle”,® stable boron

conformations can be constructed from two basic building
blocks: the pentagonal pyramid B and the hexagonal pyramid
B,. The hexagonal B is the precursor for convex and quasi-planar
boron clusters and thus closely correlates to the a-BS and the
associated boron nanotubes.® On the other hand, the pentagonal
B unit is an aromatic component that has attracted revived interest
in planar boron clusters such as B19_.4 In this regard, we have
studied a volleyball-shaped Bg, fullerene that is lower in energy
than the previously assumed Bgo buckyball.*® Contrary to the
core—shell structured B, @Bgg, it preserves the desired electro-
nic properties as the boron counterpart of Cgo.>°

A natural question arises as to whether there exists a “magic”
boron fullerene in lieu of the latest developments.'® >* An
important consequence of the stability for the Bg, volleyball is
that, in addition to the hollow pentagon, hollow hexagon, and
filled hexagon,"? it is necessary to add the pentagon pyramid in
the building blocks.” Herein, we present a revised constructing
scheme and demonstrate that the migration of capping atoms
from hexagonal pyramides to pentagonal rings leads to highly
stable boron fullerenes. Consequently, the electron counting rule
is revisited by taking into account the effect of enhanced stability
related to the B4 pentagonal pyramides.

We have employed first-principles calculations based on local
and semilocal density-functional approaches. For selecting struc-
tural conformations and geometry optimizations, gradient-cor-
rected Becke—Lee—Yang—Parr (BLYP) parametrizationm’25 of
the exchange—correlation was used along with a double numer-
ical (DN) basis set as implemented in the DMol3 package.”® The
local density-functional calculation results were subsequently
rectified through a semilocal approach using Becke-3—Lee—
Yang—Parr (B3LYP) for the exchange—correlation functional,***®
with the 6-311G basis set as implemented in the TeraChem
package.”® The optimization of atomic positions was performed
for local and semilocal calculations, which proceeded until the
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Figure 1. Ball-and-stick representation of the optimized T),-A Bg
buckyball and volleyball, along with the transition state between the
two conformations and the @-boron sheet. Highlighted with green and
purple are the snowdrop pattern and the migrating capping atoms,
respectively.

forces were less than 0.01 eV/A and the change in energy was less
than § x 10 *eV.

It is instructive to examine the buckyball and volleyball
structures of Bgp, as shown in Figure 1. The structure of the
vibrational stable T,-Bgo (Tj-A)" consists of 20 filled hexagons
and 12 empty pentagons.” The filled hexagons are arranged in a
snowdrop-like pattern, as highlighted in Figure 1."* The snow-
drop constitutes a central hexagonal pyramid surrounded by
three hexagonal pyramides and three “hollows” (hollow penta-
gons or hexagons). By contrast, the Bgg volleyball can be viewed
as the 12 outward capping atoms migrating from hexagonal
pyramids to the centers of 12 empty pentagons.”® We illustrate in
Figure 1 the transition state between the buckyball and volleyball
of Bgo with an energy barrier of ~39 eV and the 12 capping atoms
highlighted (see the Supporting Information for details of the
transition state calculation, along with discussions of models of
migrating capping atoms). The exchange between By and B,
pyramids leads to yet another route of generating a family boron
fullerenes.

Carbon fullerenes consist of hexagons and 12 pentagons in
conformity with Euler’s formula F — E 4+ V=2, where F, E,and V'
stand for the number of faces, edges, and vertices of the fullerene,
respectively. The exactness of 12 pentagons is attributed to the
fact that each edge is shared by two faces, each pentagon
(hexagon) has five (six) edges, and each vertex is adjacent to
three polygons. Let np (ny) denote the number of pentagons
(hexagons); one has F = np + ny, E = (Snp + 6ny4)/2, and V=
(5np + 6ny4)/3. Therefore, np = 12.

The isoelectronic requirement for carbon and boron full-
erenes implies that the addition of more than 60 carbon atoms
needs to be a multiple of 6 for the even number of carbon
fullerenes and the trivalent boron, respectively. As a result, the
counterpart of Cgog, isolated-pentagon fullerenes is Bgg g,
The isoelectronic requirement is important for a closed-shelled
electronic structure in that typical high-symmetry boron full-
erenes are open-shelled in the absence of such a constraint. For
snowdrop Bgo., g, fullerenes that constitute hexagonal pyramides
in addition to pentagonal and hexagonal rings, it is straightfor-
ward to conclude that np = 12, ny = 1, and the number of filled
hexagons (FHs) ngy; = 20 + 27, since each filled hexagon has 12
edges and six triangular faces. For snowdrop-generated boron
nanostructures, the total number of valence electrons, 240 + 24n,
is twice that of 120 + 12# triangles."® It is worth noting that the
snowdrop electron counting rule is applicable to 0--BS as well.

Encouraged by the improved stability of the Bgg volleyball over
the Bgo buckyball,*® herein we propose a filled pentagon model

Figure 2. Optimized structures of snowdrop (top panel) and filled-
pentagon (bottom panel) fullerenes of Bog, Bjoq, and By 5.

for boron fullerenes. Specifically, the filled-pentagon (FP) scheme
amounts to moving 12 capping atoms from filled hexagons to
pentagons, resulting in np = 0, ng = 12 + n, nggy = 8 + 2n, and
ngp = 12. Consequently, the revised electron counting rule yields
more than two electrons per triangle, which is dependent on
n but still converged to an 0-BS value of 2 as n — oo,

Following the nomenclature, hereafter, we refer the filled-
hexagon fullerenes as snowdrop fullerenes.'**” In contrast to the
snowdrop model where the constructed boron fullerenes are of
the same symmetry as the carbon fullerene counterpart, the filled-
pentagon fullerenes typically have lower symmetry. The lack of a
unique migration path adds another wrinkle to the search for
global minimum conformations of boron fullerenes. Owing to
the large number of boron atoms involved and the complicated
two- and three-center bonding patterns, the associated first-
principles density-functional calculations are computationally
demanding. Furthermore, owing to the extremely sensitive depen-
dence upon the basis set and the exchange-correlation functional
employed, it is necessary to carefully evaluate the local and
nonlocal effects in ab initio calculations.

Shown in Figure 2 are the optimized structures of Bog, Bjo4,
and Bj;,, which are the isoelectronic counterparts of C,,, Crg,
and Cgy, respectively. The snowdrop By fullerene has a round
pillow shape with two hexagonal rings located at the Dy, axis. The
filled-pentagon Bgg structure is formed by moving 12 of the 24
capping atoms to fill the 12 pentagons, leaving 14 hollow
hexagons. On the equator of Dgy-Bog, three alternating pairs of
hexagons move the capping atoms to the centers of nearest-
neighbor pentagons, while the two snowdrop structures near the
Dgy axis rotate to fill three empty pentagons each. The Bjg4
counterpart of C,g has five isomers,”” and the snowdrop By is of
Dsj, symmetry. Among various ways of migrating 12 capping
atoms, we show in Figure 2 two low-energy C,, conformations:
one has empty hexagons around the equator, while the other has
more isolated hexagonal rings. The construction of both con-
formations involves rotating two snowdrops and hexagonal pair
migrations. The By, fullerene consists of 32 hexagons and 12
pentagons.”” Among 24 isomers, we consider the counterpart of
Cg4 ground-state structure with D, symmetry and an elliptical
pillow shape.27 The D, snowdrop B, can be transformed to a
C, filled-pentagon By, through successful rotation of four
snowdrops.

An important criterion for structural stability is that vibrational
modes are all real. We have performed vibrational analysis for all
of the above conformations. While the vibrational stability of
filled-pentagon Bgg, Bgs, and By, is confirmed, there exist two
imaginary modes for snowdrop Dg,-Bog, analogous to that in

2018 dx.doi.org/10.1021/ct200050q |J. Chem. Theory Comput. 2011, 7, 2017-2020



Journal of Chemical Theory and Computation

Table 1. Calculated Binding Energies (Eg in eV Relative to Atomic Boron), HOMO—LUMO Gap (E, in eV), the Energy Difference
(AE in eV), and Symmetries (S) of Optimization for Bgg g, Fullerene Structures Using Local (BLYP) and Semilocal (B3LYP)

Approaches, Respectively

n method structure S Eg (eV)
0 BLYP Bso Ty-A —406.82
2 BLYP Bog G —490.48
3 BLYP Biog Dy, —532.83
3 BLYP

0 B3LYP Bso T\A —453.85
2 B3LYP Bos G 54808
3 B3LYP Bios Dy, —595.81
3 B3LYP

E, (eV) S Eg (eV) Eg (eV) AE (eV)
0.94 Ty —409.53 0.18 2.73
0.64 D, —494.86 0.27 4.38
0.59 Cy (1) 53444 027 161

Gy, (I1) 53605 020 322
1.87 T, —458.13 0.86 4.29
1.36 D, —553.48 0.93 5.40
122 Gy, (1) —598.73 0.79 2.93
G,, (1) —598.93 091 3.12

I,-Bgo."® The existence of imaginary frequency modes is attrib-
uted to the symmetry constraint of the calculation. A subsequent
eigenmode following analysis leads to a lower energy (~0.03 eV)
and lower symmetry C,-Bgs conformation that has all real
vibrational frequencies. We list in Table 1 the calculated binding
energies, the gap between the highest-occupied molecular orbital
(HOMO) and the lowest-unoccupied molecular orbital (LUMO),
the symmetry of the fullerene, and the energy differences be-
tween the snowdrop and filled-pentagon models. As is readily
observable from Table 1, the filled-pentagon fullerene is system-
atically lower in energy than the snowdrop counterpart. Further-
more, in contrast to the monotonic decrease of the snowdrop
Bgo. s, with the increase of 1, the filled-pentagon Bgy g, shows a
“magic” number of n = 2, corresponding to a filled-pentagon Byg.
Closer scrutiny of the structure of the filled-pentagon By reveals
that the enhanced stability of Bgs correlates to the “isolated”
empty hexagons or hexagon pairs.

Whereas the snowdrop Bggg, gives rise to a large class of
stable boron fullerenes, the filled-pentagon Bgg g, leads to
structures with improved stability. For n = 0, the buckyball and
volleyball Bg, are the first members of the corresponding family.
The 0-BS is the n — oo analogue for both models. The
construction of filled-pentagon cages amounts to transforming
a pair of neighboring pentagon rings to filled pentagons, accom-
panied by the generation of a pair of adjacent hollow hexagons.
An optimal arrangement of those building blocks allows for the
tuning of the charge transfer, which gives rise to an attractive
fluxional behavior and improves the stability. In all of the cases,
the improvement of energy is remarkable, ranging from 3.1 eV
for Bjg4 to 5.4 eV for Bgs. The semilocal results are in good
accordance with those of local results regarding the binding
energy, while the correction to the HOMO—LUMO gap is
substantial. As seen in Table 1, the rectified gap is about 0.7—
0.9 eV for filled-pentagon fullerenes.

In conformity with the donor—acceptor hypothesis on a-BS,’
electron transfers in the snowdrop Bg g, can be classified as the
capping atoms in the center of hexagonal pyramides as electron
donors, while other atoms can be classified as acceptors."* For the
filled-pentagon model, the capping atoms of hexagonal and hex-
agonal pyramides stand for electron donors, while others stand
for acceptors.”® As such, it is ex}z)ected that uniformly distributed
hollow hexagons are desired.”> Shown in Figure 3 are the
extracted charge-density distributions of HOMO and LUMO
for the snowdrop and filled-pentagon By, respectively. A dis-
tinctive feature of the charge density distribution of HOMO
(LUMO) is an evident increase in the 7 (7*) bonding in the
filled-pentagon By, as compared to that for snowdrop Bgs. This

ey o

ot g
HOMO

LUMO (I)

LUMO (IT)

Figure 3. Isodensity surfaces (with an isovalue of 0.02 au) of HOMO
and LUMO for (a) the snowdrop and (b) filled-pentagon models of By,
respectively. The positive and negative components are colored with
blue and yellow, respectively.

Figure 4. The motions of the infrared-active vibrational mode of
1972 em ™.

is attributed to the redistribution of the bonding and antibonding
patterns related to the capping of pentagon rings.*’

A few remarks are immediately in order. (i) Our results de-
monstrate that the filled pentagon model yields improvement in
energy for a family of boron fullerenes not limited to Bgo. The
energy improvement is primarily attributed to the migration of
the capping atoms from filled hexagons to pentagons (see Figure
S1, Supporting Information) and bonding arrangements asso-
ciated with changes in aromaticity.'®*° (ii) The filled-pentagon
fullerenes prefer evenly distributed hollow hexagons in connec-
tion to the donor—acceptor charge transfers. (iii) The stability of
the filled-pentagon fullerenes is also manifested in the vibrational
frequencies. We depict in Figure 4 the motions of the highest
vibrational mode for Bgs. The rest of the vibrational frequencies
is in the range of 81—1411 cm ' (see the Supporting Infor-
mation). The lowest vibrational modes are significantly softer
than the counterparts of carbon fullerenes."*'¢ (iv) In contrast to
the snowdrop building block, for filled-pentagon fullerenes, the
basic unit is the adjacent pentagon-hexagon pyramides. (v) The
main thrust of the present work is to assert that the filled-
pentagon model is energetically preferred. To this end, we have
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systematically investigated a large set of snowdrop fullerenes and
revealed the existence of a “magic” filled-pentagon Bge. Notwith-
standing this, there are still a variety of boron fullerenes that
remain unexplored. Our results, nevertheless, illustrate that the
intriguing bonding pattern of boron keeps bringing surprises.

In summary, we have described a filled-pentagon constructing
scheme for a large family of stable boron fullerenes. The improved
stability of the filled-pentagon fullerenes over the snowdrop ones
is confirmed by intensive first-principles simulations. A revised
empirical electron counting rule indicates that a slightly increased
electron counting per triangle is energetically preferred, which is
useful for seeking for stable boron nanostructures. These results
shed important light on the improved stability of boron fullerenes in
connection to the aromaticity. We hope that these results can
promote revived experimental synthesis of boron fullerenes along
with future applications.
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ABSTRACT: The reaction between molecular oxygen and two nitric oxide(II) molecules is studied with high-level ab initio wave
function methods, including geometry optimizations with coupled cluster (CCSD(T full)/cc-pCVTZ) and complete active space
with second order perturbation theory levels (CASPT2/cc-pVDZ). The energy at the critical points was refined by calculations at
the CCSD(T full) /aug-cc-pCVTZ level. The controversies found in the previous theoretical studies are critically discussed and

resolved. The best estimate of the activation energy is 6.47 kJ/mol.

his work is focused on the elucidation of the thermal reaction

mechanism between dioxygen and two nitrogen monoxide
molecules. Very recently, comprehensive experimental” and
joined quantum chemical and experimental® investigations were
performed for NO/O, and related (NO/O, ") systems.* The
formal kinetics of third order reactions are in the scope of current
theoretical developments.® Measurements of the rate constant
and activation energy of the reaction 2NO + O, were reviewed in
ref 6, which covered the years up to the early 1990s. The most
recent investigation, which was not included in ref 6, is ref 1. The
most reliable value of activation energy determined up to date”
is —4.41 [£3.33] kJ/mol in the temperature range 270—600 K
(see also ref 8).

The mechanism we report here was found to be different from
the mechanisms studied previously by Olson et al.” and other
authors.'® This Letter supports the mechanism proposed by
McKee."" The classical Eyring—Gershinowitz mechanism'* was
studied in more detail by McKee,"" who used ab initio and DFT
(B3LYP) methods. However, the geometries of intermediates
and transitions states for the two-step mechanism'' must be
refined, and physicochemical parameters of the elementary
reactions must be revisited using recent developments in the
coupled cluster method."?

In ref 11, transition states were not optimized uniformly. In
the present report, we will show the two-step mechanism of the
reaction 2NO + O, — 2NO, using the CCSD(T) and CASSCF
methods with full geometry oPtimizations.

Recently, we investigated' ° the potential energy surfaces
(PES) of the 2NO, + O, system using broken symmetry DFT
(BS-UDFT), double hybrid DFT, and CCSD(T)//DFT ap-
proaches. In the study,'® we found perfect agreement between

v ACS Publications ©2011 american chemical Society

the recommended experimental activation energy®” and calcu-
lated (B3LYP/aug-pc3) activation enthalpy (Tables 1, 6, and 7
and Figure 6 in ref 3) when the reaction proceeded via the cyclic
intermediate CC—INT (Scheme 1).

However, the wave function of this system was found to be
multiconfigurational, as evidenced by the high values for the T,
test within the CCSD method. In this Letter, we reinvestigate the
PES using CASSCF, CASPT2, and MRMP2 methods that are
more appropriate for describing the multiconfigurational char-
acter of the CC—INT ground state.

Complete geometry optimization of the stationary points on
PES is performed at the RCCSD(T)/cc-pVDZ and UCCSD-
(T)/cc-pVDZ levels (using the GAMESS-US'* and Gaussian
2003" codes, respectively). Numerical calculations of the force
constant matrix were performed to verify the types of stationary
points. The intrinsic reaction coordinate (IRC) was identified for
all of the transition states. The T-test values were below 0.036
for all of the optimized geometries. The structure and relative
energies of several stationary points including CC—INT were
found to differ from earlier BS-UDFT results.'” The valley—
pitchfork bifurcation point in the main reaction channel, re-
ported previously,'® was not found here. The elementary steps
reported in Figure 1 and in the Supporting Information are as
follows (the relative energies at the CCSD(T)/cc-pVDZ theory
level are in parentheses): 2NO + O, (0 kJ/mol) — TS1 (13.98
kJ/mol) — CC (—16.41 kJ/mol) — TS2 (1.62 kJ/mol) —
2NO, (—73.95 kJ/mol).
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In contrast to the results reported in refs 9 and 10, the
mechanism presented here (see Figure 1) takes place entirely
on the singlet state potential surface and consists of two steps:

2NO + 0, — TS1 — CC (1)

CC — TS2 — 2NO, (2)

The initial step (1) is the formation of the CC intermediate with
the saddle point TS1 and an activation barrier of 13.98 kJ/mol (in
refs 9 and 10, this was barrierless elementary reaction 2NO+-O,
— CC). The second step (2) with the saddle point TS2
corresponds to the homolysis of CC (in refs 9 and 10, conformer
CC rearranged in CC—INT, which was involved in the main
multistep reaction channel, CC—INT— c¢issONONO, — trans-
ONONO, — O,NNO,— 2NO,). Elementary reaction 1 (3) is
the rate-determining step of the proposed mechanism (in refs 9 and
10, isomerization CC — CC—INT was the rate-determining step).

To verify the results at the CCSD(T)/cc-pVDZ theory level,
the fragments of a potential energy surface corresponding to
reactions 1 and 2 have been calculated at the levels CASSCEF-
(10,10)/cc-pVDZ (Gaussian 03) and CASSCF(10,10)/cc-
pVTZ (GAMESS-US). These calculations confirm the transition
state TS1 (CAS(10,10)/cc-pVDZ) during the formation of the
complex CC (CAS(10,10) with cc-pVDZ and cc-pVTZ basis

sets) in the initial step through the intrinsic reaction coordinate
(IRC) method at the CAS(10,10)/cc-pVDZ level starting from
TS1 in both directions. For reaction 2, localization of T'S2 in the
CASSCF method was complicated by the intruder states. The
analysis of the configuration interaction (CI) amplitudes for
CASSCF(10,10)/cc-pVDZ (obtained in this paper for both
intermediate CC and TS1) and CASSCF(10,12)/cc-pVDZ
(only for CC) and CAS(26,16)/cc-pVDZ (given earlier for
CC—INT and OZNN02)3 shows that the relative weight of
the Hartree—Fock configuration (the square of the first coefficient
in the CI expansion vector) is greater than 0.8 for all stationary
points except CC—INT (CAS(26,16)) and TS1 (CAS(10,10)).
This allows us to conclude that the errors of a single-reference
CCSD(T) approximation do not influence the results significantly.
We consider the CCSD(T) method more reliable than CASSCF
since it takes into account the dynamic electron correlation.

To eliminate the contradiction'® between KS-DFT, BS-
UDFT, and CASSCF on the structure of the intermediate
CC—INT, the complete optimization of its geometry at the
levels CCSD(T)/cc-pVDZ and CAS(2,2)PT2/cc-pVDZ (using
MOLPRO software'®) and MR(2,2)MP2/ cc-pVDZ (using GA-
MESS-US software) has been carried out. A good agreement
between the optimized geometric parameters has been achieved;
the optimized geometries are shown in Figure 2. This allows us to
make a conclusion about the reliability of the CCSD(T) results.

Scheme 1. Structure of the Planar Cyclic Intermediate o {123
CC—INT (a) from Previous Investigations”'® and Structures \\9'\,)’\9\ [11‘228]}
of TS1 (b), CC (c), and TS2 (d) of the Reaction Path from the \\'\ff’/Qi‘f
Presented Letter (See Text for Details) : S
07 Q. N=q o N=0 o =0 2% g°
Voo | %
~. .0 O., O\ _0 (') Figure 2. Geometries of intermediate CC—INT optimized at the levels
OQN/ ‘”N/O N= \N§O CCSD(T)/cc-pVDZ, CASPT2/cc-pVDZ [square brackets], and
MRMP2/cc-pVDZ {curly brackets}. Bond lengths are indicated in
a) b) o d) Angstroms.
E,.,kJ/mol
A

ol 2vo+o, [ T IRC
N2
q,\\ ]'302 Ny
L.207 ™ IS
2
" 12
fee) ~ \‘\'\q’
z <

— -84.19
_ iso-TS
23.68 cis-ONONO,

trans-ONONO,

Figure 1. Profile of singlet PES of thermal reaction 2NO, + O, — 2NO,, obtained at the CCSD(T)/cc-pVDZ level in the present study. The solid and
dotted lines indicate the minimum energy pathways at the CCSD(T)/cc-pVDZ and CAS(26,16)/cc-pVDZ levels, respectively. Bond lengths are

indicated in Angstroms; the relative energies are in kilojoules per mole.
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1.770
(1.837)
135.11 [1.785] 1.200
(134.42) (1.171)

[135.4] [1.191]

Figure 3. Geometries of dinitrogen tetraoxide O,NNO, optimized at
the CCSD(T)/cc-pVDZ and CASSCF/cc-pVDZ (parentheses) levels
and experimental data'® [square brackets]. Bond lengths are indicated in
Angstroms; the bond angle is in degrees.

This also proves that the previous'® KS-DFT results are invalid.
The isomerization paths CC — CC—INT and CC—INT — cis-
ONONO, proposed previously”'® and CC—INT — trans-
ONONO, were not found at any levels of CCSD(T) or CASSCF
employed in the presented investigation. However, the isomer-
ization reaction cis-ONONQO, — iso-TS— trans-ONONO,, was
reproduced by calculations at the CAS(26,16)/cc-pVDZ and
CCSD(T)/cc-pVDZ levels (see Figure 1). The dissociation
reactions ¢is-ONONO, — 2NO, (E, = —21.62 kJ/mol) and
trans-ONONO, — 2NO, (E, = 1.85 kJ/mol) with correspond-
ing TSs were established at the CAS(26,16)/cc-pVDZ level and
characterized by activation energies of 1.8 and 71.1 kJ/mol,
respectively. We were unable to locate both TSs at the CCSD-
(T)/cc-pVDZ level despite an extra effort (relaxed scans of O—N
bonds and Hessian calculations). We suppose that these differ-
ences in the calculation results are due to the different amounts of
nondynamical electron correlation accounted for by the CCSD-
(T) and CASSCF methods. Additional calculations may be
necessary for unambiguous determination of MEPs for these
two reactions.

The existence of the saddle point TS2 with an energy of +1.62
kJ/mol (see Figure 1) detected at the CCSD(T)/cc-pVDZ
theory level points to the possibility that reaction 2NO + O,
— 2NO, takes place without the formation of intermediate
CC—INT (which is now a local minimum on the potential
energy surface with a relatively high energy of —66.97 kJ/mol).

The energy of the dimerization reaction with 2NO, —
O,NNO, calculated at the CCSD(T)/cc-pVDZ level (—53.01
and —38.48 kJ/mol corrected by ZPVE) agrees with the experi-
mental enthalpy of —53.60 kJ/mol;'” the CASSCF/cc-pVDZ
energy (—36.4 and —6.6 kJ/mol with ZPVE) is noticeably
underestimated even for the large active space CAS(26,16).
Calculated geometrical parameters (bond distances r(N—N) =
1.770 A, (N=0) = 1.200 A, and bond angle £ (ONO)=135.1°)
at the CCSD(T)/cc-pVDZ level shown in Figure 3 are closer to
the corresponding experimental'® data (bond distances
r(N—N) = 1.782 A, r(N=0) = 1.191 A, and bond angle
Z(ONO) = 135.4°) than to the geometrical parameters opti-
mized at the CAS(26,16)/cc-pVDZ level (bond distances
r(N—N) = 1.837 A, (N=0) = 1.171 A, and bond angle
£ (ONO) = 134.4°).

The found activation character of the elementary reaction
2NO + O, — TSI — CC agrees with the weak negative
dependence of the reaction (2NO + O, — 2NO,) rate constant
on the temperature if we assume that the positive barrier height is
a consequence of the basis set superposition error (BSSE), and
the basis set expansion will make it possible to lower E, to be in
quantitative agreement with the apparent activation energy’ of
about —4.41 kJ/mol.

We performed an additional search of stationary points O,,
NO, and TS1 at the CCSD(T,full)/cc-pCVTZ level and energy

calculations using the compound approach CCSD(T,full)/
aug-cc-pCVTZ//CCSD(T full)/cc-pCVTZ by means of the
CFOUR suite of programs.'® The addition of diffuse functions
to the basis set (augmentation) significantly improved the barrier
height of reaction 1 from 20.99 to 6.47 kJ/mol, which is close to
the 0 kJ/mol of the classical Eyring—Gershinowitz'> estimation
of activation energy of the reaction (2NO + O, — 2NO,) using
the Bodenstein experimental data.”® This is also in reasonably
good agreement with the latest value” of —4.41 [£3.33]
kJ/mol recommended for the temperature range 270—600 K

The presented results show that a balanced treatment of both
dynamic and static electron correlation is necessary for the
correct energy estimation of PES stationary points for the
2NO + O, system, and application of a coupled-cluster method
requires the inclusion of at least triple excitations. To achieve
chemical accuracy in order to quantitatively compare physico-
chemical parameters of the reaction (2NO + O, — 2NO,),
focal-point analysis (with extrapolations) is probably required.
On the basis of the results obtained here, we conclude that the
CCSD(T) approach, in contrast with DFT theory, supports the
two-step mechanism of nitric oxide oxidation.
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ABSTRACT: The efficiency of parallel tempering simulations is greatly influenced by the distribution of replica temperatures. In
explicit solvent biomolecular simulations, where the total energy is dominated by the solvent, specific heat is usually assumed to be
constant. From this, it follows that a geometric distribution of temperatures is optimal. We observe that for commonly used water
models (TIP3P, SPC/E) under constant volume conditions and in the range of temperatures normally used, the specific heat is not a
constant, consistent with experimental observations. Using this fact, we derive an improved temperature distribution which
substantially reduces the round-trip times, especially when working with a small number of replicas.

1. INTRODUCTION

Parallel tempering (PT) is a popular choice for obtaining
enhanced sampling in molecular simulations.’”* In standard PT,
multiple NVT simulations are performed in parallel on the same
system at different temperatures T}, i = 1—Nr. At regular intervals,
attempts are made to exchange the replica pairs i <> i 4 1, and the
exchanges are accepted with a probability that conserves the
detailed balance. One of the advantages of PT is that barriers and
bottlenecks can be overcome in the high temperature replicas. In
addition, these multiple replica simulations can be carried out in
an embarassingly parallel mode, thus offsetting the added
computational costs.

Recently, there have been several studies aimed at estimeltingéf8
and improving the PT efficiencies either by the choice of replica
temperature® '” or by enhancing the energy fluctuations of the
replicas.”® In a PT simulation, assuming that there are no
bottlenecks, the individual replicas perform a random walk in
the temperature space. The efficiency of the simulation is mea-
sured by the replica round-trip time (7) across the temperatures,
and this optimal value is obtained when the probability of exchange

between any two neighboring replicas P{}, ; is constant."
Pz):’ipi = const (1)

Thus, for improving the PT efficiency, one usually tries to achieve
probabilities of exchange (P}, ;) between neighboring replicas as
uniform as possible. One of the assumptions in these theoretical
analyses is a constant specific heat (Cy,), which leads to the choice of
geometrically distributed replica temperatures.'”'*

However, when it comes to constant volume biomolecular
simulations in explicit solvent, the assumption of a constant Cy is
not valid. In fact, the specific heat in these systems is dominated by
water, and it has been shown experimentally*" and theoretically*>**
that for water Cy is far from being a constant in the temperature
interval normally used in biomolecular PT simulations. In fact, Cy
decreases with temperature. Thus, in order to optimize the distribu-
tion of replica temperatures, the actual behavior of Cy, under these
conditions needs to be considered.

We have here recalculated the dependence of the average
potential energy (E) and Cy on T for the commonly used TIP3P
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Figure 1. Average potential energy vs log(T) from NVT simulations of
TIP3P and SPC/E waters over the temperature range 280—650 K.
Starting with a box of 15500 water molecules, box size was initially
equilibrated at 300 K and 1 bar. NVT simulations at all temperatures
were performed using a Nose—Hoover thermostat and this box size.

and SPC/E*® models of water. It can be seen from Figure 1 that for
both models the sublinear temperature dependence of E in the
interval (280—650 K) of relevance in biomolecular PT is well
approximated by the expression

E =alog(T)+E (2)

where the constants (a, Ey) are 14 and —118 kJ/mol and 17 and
—143 kJ/mol for TIP3P and SPC/E, respectively. From this
dependence, and the relation Cy = 9E/0T, it follows, as shown in
Figure 2, that Cy, = a/T in qualitative agreement with the experi-
mental decrease of Cy. The origins of this surprising behavior are not
entirely clear, but we take this as our empirical observation. On the
basis of this, we reconsider here the issue of optimal choice of
temperature distribution for explicit solvent calculation.
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Figure 2. Cy dependence on temperature from experiments>' and our
MD simulations under NVT conditions. Cy from TIP3P and SPC/E
water simulations was computed as a numerical derivative of the average
energies with respect to T.

We use the following arguments. The exchange probability Pj}; ; in
areplica exchange simulation is min{ 1,exp(—ApB;; 1 1AE;, 1) }, where
AE; 1;=E;y — E,ABiiy1=Pir1 — Byand B;= 1/ksT,. To obtain a
uniform P%, as in eq 1, we consider a temperature distribution where
the neighboring replicas satisfy the first-order condition with the mean
energies

exp( — AB,_ AE;i 1) = exp(—AB, | AEir1:)  (3a)
1 1\ - _
ie., <— _ —> (F—Fy) = ¢ (3b)

T, T

where ¢ is a constant related to the exchange probability. Using eq 2,
one has

)l )] e

This equation is satisfied at all i if the temperature distribution follows
the relationship

The above equation is a simple analytical expression for generating the
replica temperature distribution starting from an initial temperature
T, and T, whose choice is determined by P75.

As a check of this derivation, we consider a hypothetical
system with a constant Cy,

E(T) = bT + Ey (6)
Using the same arguments as before, we find
¢ 11 T;/ Tt — 1)
= (T - Ty = (Ti/Tia —1)° (7)
Tin T Ti/Ti-
which is satisfied by the usual geometric distribution:

T;
——— = const (8)
T
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Figure 3. Probability of exchange between replicas i and i + 1 (P{}; ;)
for 2 ns simulations using geometric series distribution and the proposed
distribution of temperatures in the range of 280—650 K. P{;, are
calculated by default by Gromacs. The solid line is a guide for the eye, set
at P = 0.52, and shows that P{}, , is uniform for all i’s.

We have numerically checked the behavior of P™ in PT
molecular dynamics simulations using eqs S and 8 for 256
replicas in the temperature range 280—650 K. Tests were
performed using Gromacs>’ on a system of 15 500 waters, which
is the size required in protein folding and large scale conforma-
tional changes.28 Figure 3 shows the uniform distribution of
P77, that was obtained using the present T; distribution; in
contrast, a geometric distribution of T; leads to an increasing
P77y, with a replica index.

Performing the simulations to obtain a large number of
roundtrips required for an estimate of the converged average
round-trip time (7) as a function of N is an expensive proposi-
tion. Thus, we resort to a simplified model. We assumed in each
replica the energy fluctuations are Gaussian distributed with
mean E and width 0 and obtain these parameters using eq 2.
Assuming that the exchange attempts between i and i + 1 are
made at an interval larger than the energy correlation time, the
energies E; and E, | at every swap attempt will be uncorrelated
and Gaussian distributed. Thus, we simulate swapping attempts
comparing two random energies extracted from their respective
distributions. In such a way, it is a simple exercise to evaluate 7. We
checked the validity of this model by comparing the 7 evaluated with
those obtained in the explicit solvent simulations of a smaller system
with 215 water molecules. The results are shown in Figure 4.

Using this model validated in a small system, we computed the
T with the simplified model for a box of 15500 waters. As a
function of N, one can identify three regions (Figure S). In the
low N7 region, the geometric distribution 7 is dominated by the
low P;7;, in the cold replicas. In the same regime, this short-
coming is avoided by the use of eq S, which places colder replicas at
closer intervals and results in a higher P in the colder replicas
(Figure 3). The computational gain obtained using eq S is particularly
advantageous in the simulations of large systems, where one is
constrained to work with lesser than optimal number of replicas.

In the mid N7 range, 7 is low and N7 is optimal. Assuming a
well-defined minimum in 7 and for an alternative odd, even
replica-pair exchange scheme, theoretical estimates of the
optimal number of replicas (N% = 1 + (0.594(mCy)"* —
1/2)log(Ty,/T;)) for simulating m water molecules have been
discussed."” This estimate for our system with a 15500 water
molecules and using the Cy at room temperature is Nt~ 185. The
optimal 7 in our model however is obtained at 120 replicas. In
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is compared with that from the model. To obtain the 7 corresponding to
Nr, 100 ns simulations were performed on N7 replicas. Converged
round-trip times were obtained from these simulations.
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Figure S. 7 in units of millions of exchanges is shown in log scale for a
box of 15500 waters. T was computed using the model validated in
Figure 4. The three zones of decreasing, intermediate, and increasing
T with N are marked with dotted lines.

addition, 7 has a weak dependence on Ny in this mid-N region.
Because of this weak dependence, the simulations can be performed
with a lower number of replicas, say 100, only marginally compri-
mising efficiency. In the high Ny region, which is suboptimal,
T increases with N, and the difference between the two distribu-
tions becomes small, as it should.

To conclude, eq S offers a simple and practical way of gen-
erating replica temperatures for obtaining a uniform exchange
and improving the computational efficiency, especially when
performing the calculations on a smaller number of replicas. The
temperature distribution proposed in the present work is based
on the realistic dependence of Cy in the context of explicit
solvent NVT, thus becoming directly relevant for improving the
efficiency of biomolecular PT simulations.
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ABSTRACT: The computation of vibrational spectra via molecular dynamics (MD) simulations has made lively progress in recent
years. In particular, infrared spectra are accessible employing ab initio MD, for which only the total dipole moment has to be
computed “on the fly” from the electronic structure along the trajectory. The analysis of such spectra in terms of the normal modes of
intramolecular motion, however, still poses a challenge to theory. Here, we present an algorithm to extract such normal modes from
MD trajectories by combining several ideas available in the literature. The algorithm allows one to compute both the normal modes
and their vibrational bands without having to rely on an equipartition assumption, which hampered previous methods. Our analysis
is based on a tensorial definition of the vibrational density of states, which spans both the frequency resolved cross- and auto-
correlations of the molecular degrees of freedom. Generalized normal coordinates are introduced as orthonormal transforms of
mass-weighted coordinates, which minimize their mutual cross-correlations. The generalized normal coordinates and their
associated normal modes are iteratively constructed by a minimization scheme based on the Jacobi diagonalization. Furthermore,
the analysis furnishes mode local temperatures, which provide not only a measure for the convergence of the computed intensities
but also permits one to correct these intensities a posteriori toward the ensemble limit. As a first non-trivial test application we
analyze the infrared spectrum of isoprene based on ab initio MD, which is an important building block of various dye molecules in

molecular biology.

1. INTRODUCTION

Vibrational spectra of molecules, such as infrared (IR), Raman,
or resonance Raman spectra, encode rich information about
chemical bonds, intramolecular forces, and molecular structures.
Moreover, in the condensed-phase vibrational spectra can be
strongly modified by interactions with polar solvents or more
complex environments, such as a protein matrix. Here, vibra-
tional spectra also serve as a probe for intermolecular interactions
and, thus, the solvent environment.

The decoding of vibrational spectra, i.e., the assignment of
vibrational bands to molecular structures and motions, is often
tedious for polyatomic molecules. On the experimental side, it
involves, for example, site specific isotope substitutions or
mutations of amino acid side chains, when it comes to protein
spectra. Therefore, theory has become more and more impor-
tant to help decipher information encoded in vibrational
spectra.' " With the development of density functional theory
(DFT) and reliable gradient corrected functionals, one is
nowadays able to compute intramolecular forces to high
accuracies at the computational expense of a Hartree—Fock
calculation. On the analysis side, the routine tools are the
normal-mode analysis (NMA) techniques based on an expan-
sion of the potential energy surface around the equilibrium
structure, i.e., the minimum structure at zero temperature. For
medium-sized quasi-rigid molecules in the gas phase, such
NMA methods based on the harmonic approximation can
reach excellent accuracy if method specific scaling factors are
employed.”” In addition to the frequency spectrum, these

v ACS Publications ©2011 American chemical Society

methods deliver the normal modes of intramolecular motion
and the approximate intensities for IR and Raman absorption.

However, finite temperature effects, such as shifting and
broadening of bands, due to the fluctuating structure of the
molecule or its solvent environment in condensed phase are
beyond the scope of traditional NMA methods. Here, proper
sampling of these fluctuations is indispensable, and, thus, mo-
lecular dynamics (MD) simulations are the method of choice
whenever the system is too large to allow a quantum mechanical
treatment of the nuclei.

Within MD simulations the calculation of linear absorption
cross-sections is straightforward, as it relates to the Fourier
transform of the dipole autocorrelation function, if a proper
quantum correction is employed.>>”~'"13716 Also peaks in the
power spectra of the atomic velocities give a reasonable overview
of frequencies that are important for the intramolecular
motion.'®"”

Assigning these bands to vibrational motifs is by no means
straightforward. A simple but often sufficient approach for band
assignment is to project the trajectory on some internal coordi-
nates of the molecule and to take the Fourier transforms of their
correlation functions.””'® This approach is of course neither
universal nor complete. Much more involved are instantaneous
normal-mode techniques'® ' and the instantaneous normal-
mode analysis (INMA),">**"?* for which one computes full or
partial Hessians of the system along the trajectory and then
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averages over the corresponding frequencies and intensities. To
avoid negative frequencies, the INMA technique employs local
structural relaxations prior to the calculation of the Hessian.
These methods get quite involved, when no analytic second
derivatives are at hand, and thus, the number of sampling points
is limited for larger molecules.

It is much more appealing to use the information encoded in
the MD trajectory directly to construct the normal modes, as
such an approach only involves an a posteriori effort for the
analysis. Here, advances like the grincipal mode analysis
(PMA)****73° and related methods'®*! use cross-correlations
of Cartesian coordinates or momenta to derive eigenvalue
equations for the normal modes. Particularly Martinez et al.
provide a general framework of Fourier transformed time
correlation functions of coordinates and momenta and relate
these to both NMA and PMA.'**!

These methods rely to a lesser or greater extent on the
equipartition assumption for the construction of the normal
modes. As a result, if equipartition is violated, then the normal
coordinates given by Martinez et al. are in general not ortho-
normal transforms of mass-weighted coordinates, even for a
purely harmonic system.'®*" As a remedy the authors suggest to
orthonormalize the normal coordinate vectors a posteriori.
Furthermore, Schmitz and Tavan show that for methods relying
on the diagonalization of correlation matrices, one can get
artificial mixing of normal coordinates.””*® For PMA this is the
case if Ty/wi ~ T,/w?, ie, if the ratios of the mode local
temperatures T} and squared eigenfrequencies w;, of two modes
become comparable.

In this article we combine ideas of these cited works and
describe a method to determine generalized normal coordinates
directly from (ab initio) MD simulations. The method does not
rely on an equipartition assumption and is, therefore, also
applicable if even approximate equipartition cannot be reached.
We define these generalized normal coordinates as orthogonal
linear combinations of mass-weighted Cartesians, which mini-
mize their mutual correlation. To measure this correlation, we
define a functional based on a tensorial formulation of the
vibrational density of states (VDOS) and provide a correspond-
ing minimization strategy based on the Jacobi diagonalization.
Employing the convolution theorem we show how these correla-
tion functions can be efficiently calculated in the Fourier domain.

For the analysis in a molecular frame of reference, the Eckart
frame,”> we compare the transformation of coordinates and
velocities via a mass-weighted root-mean-square deviation
(rmsd) fit and, alternatively, the transform via internal coordinates.
In particular, the performance of both methods for large amplitude
motions, such as the rotation of a methyl group, are examined.

Furthermore, we derive mode specific IR intensities, which are
efficiently and accurately calculated within the framework of
correlation functions in Fourier space. These mode local inten-
sities decompose the global IR spectrum obtained form the
dipole auto-correlation functions and allow to assign peaks in the
IR spectrum to normal-mode vibrations. Furthermore, these
local intensities permit us to correct the overall IR spectrum a
posteriori toward the ensemble limit.

As a non—trivial application we examine the vibrational
modes of isoprene (trans-2-methyl-1,3-butadiene) in the gas
phase. To mimic the gas phase, we consider the isolated but
rotating molecule, whose angular momentum is sampled by 41
initial conditions from a canonical distribution. Thereby we
include the rovibrational couplings, albeit classical, in our model

and can observe rotationally induced frequency shifts and line
broadenings. These effects are not accessible by standard fre-
quency calculations that ignore molecular rotation.

Isoprene has been chosen because it is an important building
block of biologically important dye molecules, such as carote-
noids and retinal. In particular, the latter is an important probe
for vibrational spectroscopists, as it plays a central role in
bacterial photosynthesis and mammalian vision. Still, the decod-
ing of changes in the corresponding spectra due to changes in the
environment and in the molecule remains a challenge to
theory.”** For isoprene we are, therefore, particularly interested
in how well the C—C and C=C stretching modes, as well as the
hydrogen out of plane (HOOP) modes, are described by the ab
initio MD simulations, as these modes serve as marker modes for
this class of molecules. Furthermore, we demonstrate how our
analysis aids to check the convergence of the computed IR
spectra with respect to sampling and examine the quality of the
suggested temperature correction.

Beyond the comparatively well-behaved isoprene molecule, an
extended version of the algorithm, which can deal with multiple
reference structures and conformations, has been already em-
ployed for the vibrational analysis of floppy molecules, like CHs"
and its isotopologues, as well as for microsolvated hydronium and
Zundel ions,”*"** which exhibit large amplitude motion during
the dynamics. Here, the algorithm has demonstrated its ability to
deal with such challenging problems. The necessary extension to
multiple reference structures is, however, beyond the scope of this
article and will be described in a subsequent publication.

2. THEORY

We start our derivation of generalized normal coordinates
with the basic relations of atomic velocities, kinetic energy, and
temperature, which ultimately lead us to a tensorial definition of
the VDOS. Close examination of the latter object in the case of
purely harmonic motion will result in a principle of minimal
cross-correlation between generalized normal coordinates, to-
gether with a corresponding minimization procedure. After
discussing the transform to the Eckart frame employing an rmsd
fit or internal coordinates, we give a computationally convenient
recipe to assign individual IR intensities to the vibrational modes.

2.1. Vibrational Density of States (VDOS). MD simulations
render the time evolution of a system from time f; to t; by a
finite trajectory of Cartesian coordinates x(t): [£,t] — R" and
velocities v(t) = x(t) of n DOFs, where the time derivative of a
property a is denoted by a. A molecular system of N atoms
consists of n = 3N Cartesian coordinates x = (r?, ey r}:;)T,
where the superscript “T” denotes a matrix transpose. In the
course of our vibrational analysis we will make extensive use of
the Fourier transform (FT):

i) = /t " a()e s (1)

of dynamical properties, such as velocities and dipole mo-
ments, where we mark the FT of a property by the caret accent.
In order to write the finite FT integral as an infinite one
we introduce a window function W(t) and define the FT
integral as

i) = / W (£)a(t)e—"dt 2)
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In a rather general fashion, we demand that W is non-negative,

bounded and that
supp(W) < [t t] (3)

i.e, W(t) = 0 outside the interval [¢,t]. Within these limits, W
can additionally serve to remedy artifacts of the FT, which
arise from the finite simulation length and the discrete
sampling.***® The simplest form of W is a rectangular
window, which can be trivially realized®® with the Heaviside
step function 6 as

rect(t; t, tf) = Q(t - ti)e(tf - t) (4)

Having established the basic notation we start the derivation of
our vibrational analysis by looking at the kinetic energy of the
system along the trajectory, which is given by

B (1) = 5 ¥ ()M (1) (5)

where the mass matrix M is diagonal with elements My, = Oymy
containing masses m;, associated with each DOF k, O being the
Kronecker symbol. From the theory of small vibrations we
introduce mass-weighted coordinates:

c(t) = MY2x(t) (6)
which simplifies the kinetic energy:
1. )
Eian(t) = 3 €(t)-€(t) (7)

to comprise only a scalar product of the mass-weighted velocities.
The average temperature T of the system is computed from the
time average of the kinetic energy by

, / W2(8)e(t) -e(t)dt
ko (n =) / W2 (t)dt

where n. denotes the number of constrained DOFs, e.g,, the global
translation or rotation. Here we used the rather unusual weighting
function W?(t) for which the choice W(t) = rect(t) leads, however,
straight to the common temperature definition, as rect” = rect. Due
to the weighting function W>(t) we can now employ Plancherel’s
theorem,” which states that the FT transform preserves scalar
products of functions and write the temperature:

T =

(8)

) /é*<w)-¢(w)dw
kg(n —n.)

T =

)

W (0)W(w)dw

in the Fourier domain (see eq 2), where the asterisk marks the
complex conjugate. From the integral kernel of the numerator,
which is an even function in w, we readily derive the scalar
VDOS as

K(w) (10)

T kT ;

/ W ()W (w)do

which is normalized such that

/w K(w)dw = n—n, (11)

Thus, in the ensemble limit, where each and every DOF
contributes equally to k() due to equipartition, the integral:

n[w, w,] = / " (@)do (12)

s

“counts” the number of vibrational modes contributing with
their kinetic energy to the interval [ww,]. For this property, it
is essential to include the mass dependence of the kinetic energy
in the definition of the VDOS in eq 10. Note that 1c(w) is the
Fourier transform of the time correlation function of the mass-
weighted velocities, due to the cross-correlation theorem:

i ()b(w) = //a*(r)b(r—&—t)dre_“”tdt (13)

which is closely related to the convolution theorem.

For an assignment of vibrational modes to bands in the VDOS
we have to analyze the individual contributions of the atomic
DOFs. For this purpose, we define the tensorial VDOS @: —
R" x R" as
0(0) 2 ¢ (w) ® ¢(w)+c(w) B ¢ (w)

ks T W (0)W(w)do

4 R (0) ® Ew)]

- kBT/W*(w)W(w)da)

Here, we have replaced the scalar product in the definition of
K(w), given in eq 10, by the outer or tensorial product ¢ ® ¢ =
c¢’ and inserted the definition of the temperature from eq 8.
Furthermore, we have included the symmetrization 2 (¢*® ¢) =
1/2(e*® ¢ + ¢ ® ¢*) to ensure that the off—diagonal elements
of @(w) are real valued. This symmetrization corresponds
to averaging over the time forward and the time reversed
trajectories, x(¢) and x(— t), which are both valid trajectories
in time-reversible dynamics.

The diagonal elements @ (w) are related to x(w) by the
trace:

K(a)) = E@kk((u) (14)
k

and, therefore, () yields the individual contribution to
k(@) by DOF k. Since K is derived from the global temperature
eq 8 the integral:

/0 " Ou(w)do — L (15)

furnishes the temperature T, of DOF k.

The off—diagonal elements ©,_.(w) contain the cross-corre-
lations between the k-th and I-th DOF. Note that @(w) is an
extension of the Fourier transformed time correlation function of
the velocities P*(w) defined by Martinez et al.,*' for which we
have included the mass matrix M as a metric tensor in the
definition of the correlation function.

2.2. VDOS in the Harmonic Case. In order to establish a
procedure of assigning the vibrational bands in k() to atomic
motion we first focus on the properties of @(w) in the case of
nonergodic sampling of a purely harmonic system with n. = 0.
From the harmonic analysis we introduce the orthogonal trans-
form D" € 0, of the mass-weighted coordinates, with O,
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denoting the orthogonal group on R”, to the so-called normal
coordinates:

q= D"c (16)

which factorize the Hamiltonian of the system as

H= Z @ + wiqp) (17)

with the eigenfrequencies w; > 0.>® Note that D" is not unique,
because a mere permutation of the coordinate numbering or a
linear combination of modes that are degenerate in frequency
does not change the physics of the system but leads formally to a
different D". The resulting classical equations of motion are
solved by

qk(t) = ai Sin(a)ki’ + (pk) (18)

in which the set of amplitudes a; and phases ¢, depends on the
initial conditions.

The finite FT of the normal coordinate velocities are then
given as

C aon o
qp = - kz EleW(w — ) + e *W(o+ )] (19)

where W is the FT of the window function defined in eq 2. For
example, a rectangular window function has the FT:*

} weusin|(k — t)w/2

/ rect(t; t;, tr)e 't = e_’waW (20)
The elements of @(w) evaluate to

Znakulwkwl

€] =
kl(w) Z a}zw}z
j
. cos(eu) 7| [Yi(w)] - sm(¢kl) [Yu(w)]

/W w)dw

with the abbreviations ¢y = @ — ¢; and
Yu(w) = W(w — wk)W*(w —w)+ W*(w +w)W(w + o)
(21)

Here, we have assumed that W(a) + wk)W(a) —w) ~0,ie,
that bands belonging to positive and negative frequencies do not
overlap. The mode temperatures eq 15:

nakwk

Z“zwz2

1

T =T

(22)

are solely determined by the initial conditions and are indepen-
dent of the sampling length in the harmonic case.

The corresponding integrals of the off-diagonal elements O,
vanish, if the overlap between W(w — o) and W(w — w)) is
negligible. Moreover, also the two-norm:

IOyl — ( / [@kl(w)}zdw>l/2 (23)

of ©.; vanishes in this case, which simply reflects that the g and
q; are uncorrelated.

If we employ, instead of D", an arbitrary transform D € O,, on
the mass-weighted coordinates, the @, ./l will be in general
nonzero.

In the case of finite overlap between W(w — wp) and W(w — ),
e.g, when modes k and [ are degenerate, the I|@; 4l of the
normal coordinates will, in general, not vanish for a single
trajectory. However, for the ensemble average over many initial
conditions we find Il @;_!I = 0, due to the phase factors cos(@y)
and sin(¢y,) in eq 21.

2.3. Generalized Normal Coordinates. Our findings for
the purely harmonic case in the previous section now lead
us to a generalization of normal coordinates for anharmonic
Hamiltonians. We define the measure of the overall intermode
coupling as the functional:

1/2
le dw] (24)

off[®@ = 1Y
k£l
which vanishes for the ensemble average for the normal coordi-

nates of a strictly harmonic system. For the general anharmonic
case we call

q® = {Dc Dnéi%n off[ DO (w)D ']} (25)

generalized normal coordinates, which are equivalent to the
standard normal coordinates in the harmonic limit. Note that
0 transforms as

0 (w) = DO(w)D! (26)

for any D€O,, and since the trace is invariant under orthonormal
transforms, k(@) is preserved, see eq 14.

If ©® would be a regular matrix, then the task of minimizing
offf @] would correspond to diagonalizing @. Due to the
frequency dependence of @ this is not achievable by a single
transform for all values of @ simultaneously. Hence, we have to
find the transform which brings @ (w) close to diagonal form for
all w in a balanced fashion. For this purpose, we modify the
well-known and robust Jacobi diagonalization algorithm.39’4o
The Jacobi diagonalization relies on the idea that any D € O,
can be written as a product:

j

= HJ(% v, D) (27)

of j Jacobi (or Givens) rotations:

u v
1 cve 0 e 0 e+ 0
u O oo c c e s oo 0

J(“r”:ﬁ) = : : . : : (28)
v 0 —s c 0
0 o0 0 cee 0 - 1

with s = sin (1) and ¢ = cos (#). Thus, multiplying x by J(u,v,9)
applies a rotation in the u,v plane by the angle ¥ to x. For the
Jacobi diagonalization of a matrix A one chooses ¢} fora g1ven pair
u,v such that A’,, vanishes after the transformation A’ = _]A_] and
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Figure 1. Structure and atomic labels of isoprene.

iterates the procedure over u and v. Considering eq 24 we see that
the analogous approach is to minimize Il®,,ll, since it is in
general not possible to bring it to zero. Thus, the optimal rotation
angle ¥ obeys

%/ D(u) v ﬂ/)@(w)_](u, &) ﬂ/)T]ivdw =0 (29)

=0

This leads to an algebraic equation of fourth order, which is given
in the Appendix together with its analytic roots ¥, ..., t4. For
each iteration complex solutions and values || > /4 are
discarded.*!

For the matrix Jacobi algorithm one often picks the largest off-
diagonal element to determine u,v for the next step.*' Since, for
our purpose, we cannot easily judge if such an element can be
turther reduced, we loop over all possible pairs u < v, i.e., perform
a Jacobi sweep. When convergence is reached after multiple
sweeps, D® is reconstructed via eq 27.

2.4. Molecular Frame of Reference. A molecular frame of
reference is crucial for any approach that constructs normal
modes from atomic motion. Within the frame of reference one,
furthermore, assumes that the molecule is quasi-rigid, i.e., that the
intramolecular motions describe small oscillations around a
single reference structure x’, which corresponds to a local
minimum and does not undergo any conformational changes.

During a simulation molecules rotate and translate in general.
Therefore, for a vibrational analysis one transforms the molecular
coordinates to the Eckart frame of reference connected to an
average molecular structure.”®*"** This is achieved by applying a
mass-weighted root-mean-square (rms) fit to the Cartesian
coordinates of a reference structure x°. Here, one determines
new atomic coordinates r’; = Rr; + I by a translation vector land a
rotation matrix R € Oj for each time step, which minimize the
mass-weighted distance:

(30)

and transforms the velocities accordingly.

However, if the assumption of quasi-rigidity does not apply
globally, then problems with the rms approach can arise, which
we discuss on our test molecule isoprene, which is displayed in
Figure 1. Here, the methyl group at the Cs position rotates nearly
freely around C,—Cs bond at ambient conditions due to the
shallow rotational barrier. For the hydrogens this corresponds to
a large amplitude motion. In particular, rotations of 120° around
this bond preserve the conformation of the molecule butlead to a
large local rmsd because of the underlying classical dynamics, for
which the methyl hydrogens are discriminable, in contrast to a

quantum mechanical treatment. Correspondingly, averaging
over the motion of the hydrogens will render poor results.

An alternative to a rmsd fit which may help to mend these
problems is to describe the intramolecular DOF by a complete
nonredundant set of internal coordinates.'® These can comprise
primitive coordinates, such as bond distances, bond and dihedral
angles, or linear combinations of such primitives.*” For example
the rotation of a methyl group can be described by a sum of
dihedral angles, which is invariant under rotations of 120°. For a
molecule we need n — n linearly independent internal coordi-
nates s;(x). Thus s(x) = [s,(x), .., s,_, (x)]" describes a trans-
form to curvilinear coordinates. This transform eliminates the
translational and rotational DOFs.

Due to the restriction of our vibrational analysis to orthonor-
mal transforms of mass-weighted Cartesians, we need to map this
motion of internal coordinates back to Cartesian displacements
from the reference structure, i.e., to the Eckart frame. However, a
closed reverse transform to x is not possible, since s and x are of
different dimensions.

Because we actually need only a transform to the mass-
weighted velocities ¢, we start from the kinetic energy:

1
Ein = EsTG‘lé (31)

of the internal coordinate velocities s, where the matrix G =
B 'B is constructed from the derivative of the internal
coordinates:

85]'
1 xc
at the reference structure x° and the mass matrix M.>*
We can factorize G = KK” by
K = (M /?B)" (33)

and correspondingly the inverse G~' = (K7)"K" by the
pseudoinverse:

K" = KI(KKT)™! (34)

of K, which satisfies KK = E,_, . Defining the transformed
mass-weighted velocities:

¢ =K' (35)

yields the correct kinetic energy, which can be checked by
inserting these definitions into eqs 7 and 31.

This procedure introduces an error in second order due to the
expansion of the internal coordinates around x’. The magnitude
of this error mainly depends on the choice of x° and the internal
coordinates s.*>* In the Results Section we will assess this error
introduced by this forward and backward transform by compar-
ing the resulting k(@) for both the rms fit and the internal
coordinate transform.

This representation of intramolecular motion allows a char-
acterization of the normal coordinates with respect to the
internal coordinates by q = D®K's. Correspondingly, the
displacement of internal coordinate j associated with normal
coordinate k is

2
aSj

X

= (D¥K"),, (36)

0
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Normalization of the contributions of s; to all g; to account for the
different amplitudes of the s; yields the relative contribution:

-1/2

2
0qk ag;
Ay = — — 37
ki Bs, Zl: <351> ( )
of 5; to g

2.5. Assignment of IR Intensities. What remains after the
construction of the generalized normal coordinates is their
assignment to bands in experimental spectra.'® For the case of
IR spectra we now develop a convenient procedure to compute
the individual absorption of these modes. From a classical
dynamics trajectory we approximate the tensorial IR absorption
cross-section of our finite sample as'*

00) = || (1= 57))
Rl () ® fi(w))
W (0)W(w)dw

xQ(w) (38)

where V denotes the sample volume, ¢y the speed of light, and
n(w) is the defraction coefficient. Once again, we have used the
cross-correlation theorem to express the FT of the time correla-
tion function of the finite dipole trajectory’* m(t) as the
(tensorial) product of its FT fi(w) and normalized it similar to
the definitions of x(w) and @(w) in eqs 10 and 14. The
quantum correction factor Q(w) is usually introduced as an ad
hoc correction that essentially imposes the detailed balance
condition, which proper quantum time correlation functions
satisfy, onto the FT of the classical correlation function.'* For
systems without orientational order, such as molecules in the gas
phase, the scalar absorption is given as a¥ = 33,0, For
molecular systems the so-called harmonic approximation for the
quantum correction factor:

Q) = h—“’hw> (%)

kT
el 0@
P\ TaT

has proven to render reliable results for the mid-IR range.”'>'***

Applying the harmonic quantum correction we rewrite eq 38 as

o v (@) &)
kTi() / W ()W ()dw

where the parameter y = 277/(3Vc,) collects the constants and
where we have introduced the current">*® j(t) = p(t). For this
equality we recall the identity a = iwa for the time derivative, and
thus, j = iwp.

In order to derive IR intensities for our normal modes, we first
have to transform g to the frame of reference given by x°. Here,
the transformation matrix R determined for the coordinates
along the tragectory is equally applied to g£. Then p is expanded to
linear order”®*" as

(IHC (

2 (40)

p(t) = po + %aqu(t) +002) (41)

where the yet undetermined expansion coefficients a; corre-
spond to the derivatives of the dipole moment along the normal

coordinates g in the harmonic case. Defining the coeflicient
matrix A = (ay, .., a,) € R* x R" we write eq 41 as g (t) = pto +
Aq(t) and get, due to linearity,

j(@) = Aq(w) (42)

For a numerically stable and tractable way to determine A
within our framework, both sides of eq 42 are multiplied with

®q* to get
j(@) ® ¢*(w) = Alq(w) ® §*(w)] (43)

To relate A and © we define the correlation function:

() © &)

¢ () ¢(w)dw

Clw) = (n—

(44)

Analogous to the definition of @ in eq 14, taking the real value
here corresponds to a symmetrization in time, which assumes
that coordinates and dipoles are in phase. Note that C can be
conveniently calculated along with the initial tensorial VDOS ©.
If we now transform C to the coordinate system defined by D",
then we get with eqs 14 and 43:

C(w)(DM ™' = AQ(w) (45)

The effective dipole gradient matrix A now is determined
numerically by a least-squares fit as

0
—/da)
J0A

Note that we can safely restrict this problem to values of @, where
the IR absorption is finite, e.g.,, @ < 4000 cm -
The reconstructed IR absorption resulting from A, eqs 38,40,

and 42, is given by

AO(w) —C(w)DM Y| =0 (46)

2

/ 4 T

o(w) = AO(w)A 47
(©) = 55 40(0) (#7)

where the normalizing factors in the respective definitions of C

and o cancel with kgT according to eq 8. We can associate the

contributions of the diagonal elements of @ to @’ given by

(@) = —— (a ® ax)Ok () (48)

(@)
with individual mode absorptions,'® which describe both the
band shapes and the total absorptions of the modes g;. Note that
the reconstructed IR absorption @'(®) additionally includes
cross-terms ®'i(), which account for the remaining correla-
tions between modes g and g;.

Having decomposed the total IR absorption into individual
contributions of the generalized normal coordinates and their
intermode couplings, we can approximate the absorption of an
ergodic ensemble. If we assume predominantly harmonic modes,
then all cross-correlations @)k#l(a)) should vanish. Furthermore,
in the ergodic limit all modes should contribute according to the
mean temperature of the system. Therefore, we estimate the
temperature-corrected IR absorption in the ergodic limit as

TC _ T !
() = Y Fakk(w) (49)
kTe>0 1k

Note that we have T} = 0 for the constrained DOFs.
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Figure 2. (a) VDOSs k computed in the laboratory frame of reference
(black) and in the Eckart (red) frame of reference obtained by an rmsd
fit. (b) Integral difference = (eq SO) computed for the transform to the
Eckart frame via either rmsd fit (black line) or internal coordinates (gray
dotted line).

3. METHODS

With the primary aim to demonstrate the usefulness of our
novel method we have chosen the isoprene molecule, which is
not only a basic building block of carotenoids and related dye
molecules, like retinal in biological systems, but also serves as a
realistic application of our approach.

Ab initio molecular dynamics (MD) simulations** within the
framework of Kohn—Sham density functional theory (DFT)
have been performed with the CP2k simulation package (see
http://cp2k.berlios.de). Here, energies, forces, and dipole mo-
ments are computed “on the fly”, and the system is propagated on
the Born—Oppenheimer surface.

We have employed the BLYP functional**¢ together with
Goedecker—Teter—Hutter pseudopotentials*”** for core
electrons and a TZV2P basis set*” for the valence electrons.
Within the quickstep algorithm®**" electrostatic interactions
have been treated with a density cutoff of 280 Ry. The Poisson
equation for the isolated isoprene molecule in a box of 12 A
side length has been solved by the Martyna—Tuckerman
solver.”” Geometry optimization yielded a reference structure
x°, for which harmonic frequencies were calculated for
comparison.

For the dynamics a set of 41 initial conditions has been
sampled by an NVT simulation employing massive Nosé —Ho-
over chains at T = 300 K.>* From these initial coordinates and
velocities subsequent NVE runs of 25 ps each were run. The
integration time step was 0.5 fs, and coordinates, velocities, and
dipole moments were sampled each step and used for the
vibrational analysis.

A set of nonredundant internal coordinates for the reference
structure x° has been obtained by the TURBOMOLE v5. 9
quantum chemistry package.>*

The generalized normal coordinate algorithm has been im-
plemented in the C code normcor. With standard linear
algebra and fast FT libraries the fully converged minimization
and normal coordinate analysis for isoprene took less than 10
min on an 3.0 GHz desktop. The optimization problem eq 25
converged to numerical accuracy after 13 Jacobi sweeps.

0 400 800 1200 1600 2800 3200
V/em™

Figure 3. Power spectra Oy (w) (colored lines) of the generalized
normal coordinates denoted with labels 1—33.
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Figure 4. Power spectra () in the methyl stretching region for: (a)
the rmsd fit and (b) the internal coordinate transform.

In order to remedy artifacts from the discrete and finite FT we
employed a truncated Gaussian-type windowing function W(t)
(see eq 2), which corresponded to a convolution of the FTs by a
Gaussian of width 5 cm ™" in the frequency domain.

4. RESULTS AND DISCUSSION

To set the stage for the normal coordinate analysis of isoprene,
we first compare the VDOSs obtained in the laboratory x'(w)
and in the Eckart frame of reference x"(w), which are shown in
Figure 2a. After transforming the velocities to the Eckart frame,
the intense ]I:)eak below 50 cm ™' vanishes in x*(w), which is
present in k(). These low-frequency contributions are asso-
ciated with the rotational and translational DOFs of the mole-
cule. Most other bands sharpen and more distinct features
appear.

To check possible errors introduced by the transform to the
Eckart frame the integral difference:

[x]

@ = [ )R (0

for which k"(w) was obtained either by an rmsd fit or by the
internal coordinate transform, is displayed in Figure 2b. Both
integral differences drop to about —6.2 within the first 50 cm ",
accounting for the elimination of the six translational and
rotational DOFs. For higher frequencies, however, they behave
differently: Z(w) obtained for the rmsd-fitted VDOS displays
oscillations around the level reached after the initial drop.
These oscillations correspond to the sharpening of bands
already observed in Figure 2a. In contrast, =(w) obtained by
the internal coordinate transform displays a general drift atop of
the oscillations and reaches a limit of —5.0 at 3200 cm ™ *. Thus,
with respect to the rmsd fit the VDOS based on the internal
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Table 1. Peak Positions @, and Corresponding Harmonic Frequencies @, of the Vibrational Bands (in cm ') as well as the
Corresponding Internal Coordinate Coefficients (cf. eq 37) Obtained from the Analysis Based on Internal Coordinates”

Wy Wy

1 152 145

2 161 171

3 274 277

4 399 398

N 420 423

6 524 526

7 619 616

8 751 746

9 754 754
10 878 889
11 893 899
12 925 911
13 981 984
14 985 988
15 1029 1024
16 1059 1056
17 1269 1272
18 1291 1287
19 1360 1364
20 1388 1378
21 1414 1414
22 1428 1423
23 1452 1450
24 1580 1574
25 1605 1604
26 2951 2908
27 2968 2956
28 3017 2999
29 3045 3016
30 3049 3023
31 3063 3036
32 3127 3103
33 313§ 3118

internal coordinate contributions

0.99 C,—C; tors. + 0.42 H; wag — 0.36 C,H wag

0.96 Me tors.

0.85 C,—C3=C, bend + 0.80 Cs—C,—Cj5 def. + 0.43 C, rock + 0.38 C,—C;
0.86 C, outp. — 0.47 C3=C, tors.

0.86 C, rock — 0.57 C;H rock — 0.41 C,—C;

047 C3=C, + 0.46 C,=C, + 0.46 C,—C3=C, bend — 0.46 C, H rock
0.72 C,=C, tors. + 0.47 C3=C, tors.

0.65 C,=C, tors. — 0.46 C3=C, tors.

0.69 C,—Cs + 0.58 C,—C; + 045 C,=C,

0.92 C;H wag

0.91 C4H wag

0.57 C; Hrock + 0.45 C,—Cs — 0.36 C4H rock

0.81 H3 wag — 0.50 C3=C, tors.

0.62 Me asym. def/ + 0.59 Me rock’ — 0.48 Me asym. def. + 0.42 Me rock
0.71 Me asym. def. — 0.65 Me rock + 0.51 Me asym. def. + 0.47 Me rock’
0.61 C4H rock — 0.38 H; rock

0.39 C,H rock

0.79 H; rock — 0.39 C;=C,

0.90 Me sym. def.

0.70 C;H def. 4 0.49 C,H def.

0.65 C,H def. — 0.47 C,H def.

0.54 Me rock + 0.39 Me asym. def.

0.53 Me rock’ — 0.41 Me asym. def.

042 C,=C, — 037 C;=C,

0.40 C;=C, + 0.32 C;=C,

0.61 Hqs + 0.60 Hy, + 0.52 Hy,

075 Hgs — 0.59 Hy,

0.82 Hy, — 0.52 Hy,

0.81 Hy — 0.41 H,,

0.61 Hy, + 0.55 Hy, + 0.51 Hy

0.72 Hyp + 0.66 Hyy

0.72 Hy; — 0.64 Hy,

0.71 Hy; — 0.64 Hy,

“ Hydrogen stretches H; are marked by their atom labels i. The nomenclature, according to Pulay et al,” for the internal coordinates of the methylenes is:
def,, 200 — f3; — [B,; rock, B; — [,; and wag, H, + H, out of plane and of the methyl group (Me) as: Me sym. def,, a; + 0, + 03 — 5, — B, — [3; Me
asym. def,, 20t; — 0, — OL3; Me asym. def., o, — ot3; Me rock, 25, — 3, — f33; and Me rock’, 3, — f33, where the H—C—H angles are denoted as a; and

the H—C—C angles as f3;.

coordinate transform gains about one DOF over the full
frequency range. Correspondingly, the error introduced by this
transfrom is about 3% if we relate this to the number of inter-
nal DOFs of the molecule, 33. This error is not uniformly
distributed but has major contributions around 1000, 1300, and
3000 cm ™.

Having inspected the transforms to the Eckart frame, we turn
to the contributions of the generalized normal coordinates to the
respective VDOS, here based on the rmsd fit. The resulting
power spectra © (@) after minimizing off{ @] are well localized
in frequency space, as can be seen in Figure 3. Most band shapes
are characterized by single sharp peaks, except for a few, which
have small auxiliary bands like modes 3 or 6 or which cover larger
frequency intervals, like the overlapping bands of modes 22 and
23 or modes 28—31. Some large peaks appearing in x(w)
decompose into nearly degenerate and overlapping barllds, e.g,

modes 8 and 9 at 750 cm™ " or 32 and 33 at 3130 cm ™ .

However, not all parts of the VDOS spectrum are fully
disentangled, which is shown in Figure 4a for modes 26—28.
Although these modes dominate k(@) in this frequency region,
many other modes (given in parentheses), whose main peaks are
far away in the spectrum, yield sizable contributions. In contrast,
the mode spectra obtained after the internal coordinate trans-
form shown in Figure 4b do not exhibit such admixtures of low-
lying modes. Here, however, modes 27 and 28 are still entangled,
i.e, they cover the same spectral range and are bimodal.

For an assignment of these modes to atomic motion Table 1
provides the contributions of the internal coordinates s to the
generalized normal coordinates q according to eq 37 based on the
data obtained after the internal coordinate transform. Here, modes
26—28 are identified as the symmetric and the two asymmetric
stretching modes of the methyl group, respectively. Seemingly the
two asymmetric modes cannot be disentangled, whereas the
symmetric stretch is clearly identified. The admixtures observed
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Figure 5. Comparison of the computed IR absorptions to experiment. Experimental data of i isoprene i 1n a Cs Br matrix (shaded area) was taken from ref
56, baseline corrected, and intensity scaled to match the dominant methylene wagging band at 900 cm ', Gas-phase data was obtained from the National
Institute of Standards and Technology (NIST) database (green curve).*® The frequencies of the computed spectra have been scaled by 1.015 in the
lower part of the spectrum and by 0.985 in the C—H stretch region. Panel (a) compares the overall IR absorption cross-section in the laboratory frame
(red curve) and in the Eckart frame (blue curve); insets zoom in on interesting spectral regions. Panel (b) compares the individual mode absorptions
() (colored curves) to peaks of the experimental spectrum in CsBr.

for the modes based on the rmsd fitted trajectories stem from other
modes of the methyl group: its rotation (mode 2), rocking and
deformation (modes 14, 15, 19, 22, and 23). Although the mode
classification seems to work better based on the internal coordinate
transform, it is still not fully satisfying because the asymmetric modes
are not disentangled. The reason is that rotations of the methyl group,
which leave the conformation invariant but change the numbering of
the hydrogens, are not properly accounted for in both methods. Only
modes invariant under such rotations, ie., the symmetric methyl
stretch (mode 26) and the symmetric deformation (mode 19) are
correctly identified. A drawback of the internal coordinate transform
is that it notably modifies the VDOS in the Eckart frame, in particular
near the v1brat10nal contributions of the methyl group at 1000, 1400,

and 3000 cm ™, see Figure 2. An extension of our algorithm that can
handle such permutations and resolves these problems will be
presented in a subsequent publication.

The other modes listed in Table 1 besides those located at the
methyl group are nicely characterized by the internal coordinate
contributions. For example the modes 24 and 25 represent the
asymmetric and symmetric C=C stretches. Also for many other
modes in phase and out of phase combination of internal
coordinates are found, e.g., modes 7 and 8,20 and 21, or 31 and 33.

Table 1 furthermore compares the peak positions of the
modes @y, to the frequencies calculated by the harmonic approx-
imation wy,. The differences are only a few wavenumbers for the
first 25 modes and do not exceed 10 ecm ™~ *. Thus, anharmonic
effects are small for this molecule and induce only subtle shifts. In
contrast, for the hydrogen stretches modes 26 to 33 a systematic
blue-shift on the order of 25 cm ™" is observed. This is somehow
counterintuitive if we think of the C—H bond as a Morse-type
binding potential, for which we would expect a red-shift due to
anharmonicities. However, this blue-shift was no longer observed
when we had set the angular momentum to zero within the initial
conditions and rerun the MD simulations (data not shown).
Thus, these blue-shifts are caused by couplings to rotation.

For comparison to experiment, the interactions of the mole-
cule and its vibrational modes with radiation are required.
Figure Sa shows the total IR absorption spectrum o eq 38
computed in the laboratory frame (red curve) and in the Eckart
frame of reference (blue curve), for which the dipole moment
had been transformed along with the rmsd fit of the coordinates.
The frequencies have been slightly scaled by 1.015 in the region
below 1900 cm ™' and by 0.985 in the region above 2700 cm™ ' to
match experiment. The experimental data are a gas-phase
spectrum of isoprene” and a solid-state spectrum obtained in
a CsBr matrix.*®

Comparing the spectra, we find a strikingly close agreement of
the computed IR absorption in the laboratory frame (red curve)
and the experimental gas-phase data (green curve): band posi-
tions, shapes, and relative intensities match almost perfectly.
Thus, including molecular rotation within the classical dynamics
seems to be sufficient to mimic the rotational broadening of the
vibrational bands. Differences are only observed for the C=C
stretching modes near 1600 cm ', whose computed band is
slightly sharper and the hydrogen stretch region, where the
overall intensity is smaller than in experiment. Note in particular
that in the spectral regions of the methyl deformation and
stretching modes near 1400 and 2900 cm ', the computed
and the gas-phase spectrum nicely match.

After the dipole moments are transformed to the Eckart frame
the computed IR absorption bands sharpen (blue curve), similar
to the observations for the VDOS. Here, a comparison to an
experimental spectrum that is not rotationally broadened is more
appropriate, the spectrum in Cs Br (shaded area). For most peaks
in the computed spectrum, we find a close correspondence in the
experimental one, see also insets. However, the solid state clearly
modifies the experimental spectrum of isoprene, in particular the
intensities, e.g., of the hydrogen stretches or in the region
between 1400 and 1500 cm .
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Figure 6. Mode temperature distributions depending on the number of
trajectories n.

A mode assignment for these experimental peaks is given in
Figure Sb by the IR absorption bands of the individual modes.
Most of the peaks in the experimental spectrum are soundly
assigned, e.g.,, the prominent peak of the methylene wagging
modes at 900 cm ™ ', see inset. However, the small band near
1800 cm ™' is missing in the reconstructed mode spectrum but
present in the computed IR absorption cross-section in Figure Sa.
Closer inspection reveals that this band is associated to the
overtones of the methylene wagging modes. Because such over-
tones are not considered in the expansion of the dipole moment
eq 41, they are not present in the reconstructed spectrum.

For the methyl modes we find similar deficiencies in the
assignment of their IR intensities, as we have observed in the
disentangling of these modes. Only the symmetric methyl
deformation (mode 19) yields the proper IR absorption, whereas
for the other methyl modes, it is grossly underestimated. Here,
the sum of mode IR absorptions computed for the Eckart frame
(blue line in Figure Sa) does not reach the total IR absorption in
the laboratory frame. Again these problems are caused by not
properly accounting for the rotation of the methyl group and can
be only resolved by considering multiple reference structures.

A major advance of the algorithm presented here is that it
provides the mode temperatures along with their generalized
normal coordinates. Furthermore, these mode temperatures
allow to assess the convergence of the computed IR spectrum.
Figure 6 shows the distribution p(T) of these mode temperatures
for the full set of 41 trajectories (blue curve) obtained by a kernel
density estimate. Here, we have represented each of the 33 mode
temperatures by Gaussians of width 0 = 24 K and normalized
their sum. This resulting distribution has a standard deviation of
about 39 K, which is about 13% of the mean temperature 300 K.
This seems quite sizable if we recall that this distribution is based
on more than 1 ns of ab initio trajectory.

We examined the convergence of this distribution by selecting
blocks of Ny, = S, 10, and 20 trajectories from the whole set and
recalculated the mode temperatures and their distribution for
each block size. These distributions are compared to the full set in
Figure 6. The corresponding standard deviations amount to 91 K
for N, = 5, 71 K for N, = 10, and 51 K for N, = 20. Their ratios
approximately follow the rule that doubling the number of
trajectories scales the standard deviation of the resulting mode
temperature distribution by about 1/4/2, as is expected for the
standard deviation. Note in particular, that if the number of
trajectories is small one can have quite a few modes exhibiting a
temperature twice the mean temperature or only half of it.
According to eqs 15 and 48, however, this implies that the IR
absorption of such modes is grossly over or underestimated.

Finally, we check how well the suggested temperature correc-
tion can remedy such deficiencies due to insufficient sampling.

N,=10

A
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intensity / arb. units

50 900
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Figure 7. Uncorrected (upper panel) and temperature-corrected
(lower panel) IR absorption for sets of 10 trajectories (colored curves)
and all 41 trajectories (black curve).

Figure 7 compares the uncorrected and corrected spectrum for
sets of 10 trajectories and for all 41 trajectories for the prominent
double band of the methylene wagging modes, 11 and 12, and the
HOOP mode, 13, at 981 cm ™ ". For the latter the temperature
correction brings the spectra of the small and the unconverged sets
close to the one of the full set. In contrast, for the two overlapping
methylene wagging bands, the discrepancies of intensities remain
larger. However, the temperature corrections are qualitatively
correct and shift the intensities toward the relative heights of the
full set. Seemingly, to resolve such details extended sampling is
inevitable. Nevertheless, the temperature correction can help to
identify unconverged parts of the spectrum, in particular, if they are
connected to statistical outliers of the mode temperatures.

5. CONCLUSIONS AND OUTLOOK

We have developed a consistent and automated procedure to
deduce generalized normal coordinates from finite MD trajec-
tories. It is based on the definition of the VDOS in a tensorial
form and does not rely on any equipartition assumption. The
generalized normal coordinates are defined as orthonormal
transforms of mass-weighted coordinates, which exhibit minimal
correlation as measured by the off-diagonal norm of the tensorial
VDOS. A minimization scheme based on the Jacobi diagonaliza-
tion algorithm robustly converges and renders the generalized
normal coordinates, their band positions and shapes, their mode
temperatures, and their remaining cross-correlations, which
result from the finiteness of the sampling and anharmonic
intermode couplings. Within this framework we have embedded
the assignment of the vibrational modes to internal coordinate
motion. Furthermore, mode-specific IR intensities are derived
which also take cross-correlations into account.

As a non-trivial application of the algorithm, we presented the
analysis of the IR spectrum of isoprene in the gas phase, ie, an
isolated but rotating molecule, which has been sampled by 41 ab
initio MD trajectories. The algorithm renders rich and detailed
information on the vibrational modes, especially their compositions
in terms of internal coordinates and their respective absorption
strength. Computed band positions and widths, which are rotation-
ally broadened, nicely agree with an experimental gas-phase spec-
trum and assign the experimental peaks of a solid-state spectrum.

The distribution of mode temperatures still shows a sizable
width if the full set of trajectories is used for the analysis and
dramatically broadens for smaller sets. The corresponding tem-
perature correction for the absorption qualitatively rectifies the

2037 dx.doi.org/10.1021/ct2001304 |J. Chem. Theory Comput. 2011, 7, 2028-2039



Journal of Chemical Theory and Computation

relative intensities for overlapping modes and even quantitatively
for isolated peaks.

We have extended the algorithm presented here to manage
multiple conformations of molecules and to resolve permuta-
tional symmetries, which will be described in a subsequent
publication. This extension fully resolves the problems observed
for the methyl group of isoprene in this article by employing
three instead of one reference structure. Furthermore, it allows to
treat large amflitude motion more complex than a methyl group
rotation,”' ** for which also multiple conformations of a mole-
cule have to be considered.

Il APPENDIX A: OPTIMAL JACOBI ANGLE

To determine the optimal rotation angle ) as defined by eq 29,
we first note that since the overall Frobenius norm of @ is
invariant with respect to orthonormal transforms,*' it is sufficient
to consider just the term N, = [[©,,(w)]*dw. Thus, according
to eqs 24 and 29 we have to solve

a !/

—N = 1
619/ uv (5 )

¥ =10

for the transformed term:

(52)

again with ¢ = cos ¥ and s = sin ¥. With ¢ = tan (1), the identities
¢=1/(f 4 1)"*and s = t¢, and the integrals:

5= / [©u(@)Pdo = N,,
b= [ Ou()(Ou(w) - Oulw)io,
1 = / O (w) — O, (w)]dw

Equation 52 transforms to

;o x, (8 — 1)2 =2t (8 — 1) + x5t

N S3
uv (1 +t2)2 ( )
and, with # = (4), — x3)/)> its derivative is given by
gt — 62 —mt+1)
—N' =2 ( 4
o W 74) (1—|—t2)3 (54)
which has the four roots
1
ty = (=1 + (= D16+ + (- 1)'V2
X \/16+172—(—1)k77 16 + 1?) (55)

k,l € {1,2}. For our transform we choose the root t;; with |ty| < 1
and

2
= — 2 _poty(ef — 148, +9)
(#+1)
kI

+n(3t, — 8t +1)]>0

N/,
a2

t=ty

to obtain a minimum of N',.
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ABSTRACT: The dynamic fullerene self-assembly process during benzene combustion was studied using classical Reactive Force
Field (ReaxFF) nonequilibrium molecular dynamics (MD) simulations. In order to drive the combustion process, the hydrogen to
carbon (H/C) ratio was gradually reduced during the course of the MD simulations. Target temperatures of 2500 and 3000 K were
maintained by using a Berendsen thermostat. Simulation conditions and hydrogen removal strategies were chosen to match closely a
previous quantum chemical MD (QM/MD) study based on the density-functional tight-binding (DFTB) potential (Saha et al. ACS
Nano 2009, 3,2241) to allow a comparison between the two different potentials. Twenty trajectories were computed at each target
temperature, and hydrocarbon cluster size, C,H, composition, average carbon cluster curvature, carbon hybridization type, and ring
count statistics were recorded as a function of time. Similarly as in the QM/MD simulations, only giant fullerene cages in the range
from 1SS to 212 carbon atoms self-assembled, and no Cgy cages were observed. The most notable difference concerned the time
required for completing cage self-assembly: Depending on temperature, it takes between 50 and 150 ps in DFTB/MD simulations
but never less than 100 ps and frequently several 100s ps in ReaxFF/MD simulations. In the present system, the computational cost
of ReaxFF/MD is about 1 order of magnitude lower than that of the corresponding DFTB/MD. Overall, the ReaxFF/MD
simulations method paints a qualitatively similar picture of fullerene formation in benzene combustion when compared to direct

MD simulations based on the DFTB potential.

I. INTRODUCTION

Since the discovery of buckminsterfullerene Cqo (BE)," full-
erenes have been the focus of research due their unique
structures, chemistry, and potential applications in nanotechnol-
ogy. Historically, fullerenes were synthesized on the gram scale
by evaporating carbon atoms from graphite at high temperatures
on the order of several thousand Kelvin."* Nowadays, industry-
scale production of fullerenes is achieved by continuous com-
bustion synthesis in low-pressure fuel-rich flames of certain
hydrocarbons.>~” This technique is sensitive to operating con-
ditions, such as fuel type,6 fuel/oxygen ratio, temperature,
pressure in the combustion chamber,”” and even chamber
design.® Although considerable advances have been made in
optimizing the synthesis conditions on a phenomenological
basis,” the elementary reaction mechanisms involved in the
self-assembly of fullerene cages are still subject to investigation. '

Experimentally, combustion of hydrocarbon fuels in oxygen-
lean flames was found to produce substantial amounts of poly-
aromatic hydrocarbons (PAHs), which are presumed to be the
precursors of fullerenes.””~'* However, the molecular structures
of the intermediate PAH species with more than ~10 carbon
atoms remain largely unknown. Experimentally, temperature/
pressure profiles, fuel/oxygen ratio as a function of distance from
the burner, and in situ mass spectra have been recorded. A
combination of these data with thermodynamic considerations
and kinetic modeling only indirectly sheds light on the PAHH/C
ratio as a function of time evolution. On the basis of the recorded

v ACS Publications ©2011 American chemical Society

H/C ratio of PAHs in acetylene flames, Homann proposed a
picture of “ordered” growth of PAHs along a pathway involving
only maximally condensed and fully hydrogenated graphene-like
platelets.'® However, the assumption that such species dominate
the aggregation process is only based on thermodynamic stability
arguments and neglects entropic effects that are important due to
the high environmental temperature. To date, there is no proof
that thermodynamically maximally stable species as proposed by
Homann and others are true intermediate species in the dynamic
fullerene cage self-assembly.

Atomic-scale modeling of complex reaction systems in silico
has become a useful tool of study, capable of reproducing
fullerene self-assembly from benzene, atomic carbon, and C,
molecules in computer simulations.'>~** Over the past six years,
Irle, Morokuma, and co-workers have discovered and elaborated
on a “shrinking hot giant” (SHG) road of fullerene formation,
based on direct quantum chemical molecular dynamics simulations
(QM/MD) using a density-functional tight-binding (DFTB)
potential.'” According to the SHG road, the fullerene formation
process follows two stages: (1) self-assembly of giant fullerenes
(GFs) via a “size-up” process, followed by (2) a shrinking process
(termed “size-down”) by irreversibly evaporating C, units from
vibrationally exited, highly unstable and defective cages. The
shrinking process has experimentally been recorded in an in situ
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HRTEM movie sequence.” Regarding the preceding “size-up”
stage, no direct confirmation from experimental results is avail-
able. DFTB/MD simulations of Jpure carbon vapor systems
predict three consecutive steps:'® (1) polyyne chain forma-
tion (o-bond formation between small linear carbon chain
fragments) and nucleation of a pentagon/hexagon network into
“octopus”-like bowl stuctures with polyyne “antennas” attached
to their openings, (2) ring condensation growth at the bowl
openings, and (3) GF cage closure by saturation of dangling
bonds at edges, leaving antennas attached to sp> cage defects.
DFTB/MD simulations of the benzene combustion process by
hydrogen removal" predicted the following steps: (1) radical
creation and ring-opening/fragmentation, (2) growth of poly-
acetylene-like chain structures, akin to the polyyne chain forma-
tion process in pure carbon simulations, followed by a (3) ring
condensation process and (4) cage closure. Here, ring condensa-
tion was found to ensue after a significant fraction of hydrogen
was stripped from the chains, since only then can carbon avoid
disruption of favorable conjugation through sp> carbons. As a
consequence, ring condensation in combustion occurred later
than in carbon-only systems, typically after the cluster size was
already determined in the hydrocarbon oligomerization process,
leaving not a lot of free carbon species to regrow chains at the
cluster boundaries. Therefore, GF antennas were formed less fre-
quently in the case of combustion in comparison to carbon-only
simulations.

The DFTB method has allowed the direct MD study of the
self-assembly process of fullerenes with approximate density
functional theory (DFT) accuracy for up to several hundred
picoseconds. However, this time scale is still much shorter
compared to experimental fullerene synthesis time scales, which
occurs on the order of microseconds. Moreover, fullerene
synthesis by benzene combustion requires the presence of O,
molecules for hydrogen abstraction, which occurs only on the
order of several hundred picoseconds.”*** Saha et al. had there-
fore resorted to randomly removing H atoms during the MD,
simulating in this way the decreasing H/C ratio during
combustion.”> On the other hand, the semiclassical reactive
force field (ReaxFF) method by van Duin and co-workers*® is
apparently computationally much more economical and enables
the simulation of combustion processes on a nanosecond time
scale.”*** The computational efficiency of ReaxFF is paid for by
the fact that the force field is local beyond a four-body interaction
term and therefore does not explicitly describe resonance
structures. Therefore, formally, the famous Hiickel aromaticity
and Clar”’ rules, which are important for the relative stability of
PAH isomers, cannot be accurately represented in the ReaxFF
potential. We note that in practice, ReaxFF energetics of -
conjugated species are generally in good agreement with quan-
tum chemical DFT benchmark data by virtue of their empirical
parametrization.”® However, a systematic comparison of full-
erene growth as described by a quantum chemical and a classical
potential has never been directly performed. The main goal of
this work is therefore to compare ReaxFF/MD with previous
DFTB/MD simulations regarding the respective mechanism of
fullerene formation during combustion simulations and the
computational cost associated with these methods.

Il. COMPUTATIONAL METHODOLOGY

ReaxFF is a general bond-order-dependent force field method
fitted to potentials derived from first principles DFT calculations,

allowing chemical reactions to take place via the cleavage or
formation of covalent chemical bonds during a MD run. Atomic
bond orders are computed on the fly from the atomic connec-
tivity matrix, with updates at every MD time step. The potential is
adjusted as a function of these bond orders, similar as in
Tersoff—Brenner type potentials.”’ ' Nonbonded interactions
(van der Waals and Coulomb interactions) are calculated
between every pair of atoms, irrespective of connectivity, while
a shielding term is introduced for short distances. A full descrip-
tion of the derivation and parametrization in the ReaxFF method
is given in refs 24 and 26.

All simulations were performed under constant temperature
and constant volume (NVT) conditions, where we maintained
target temperatures of 2500 and 3000 K by employing a
Berendesen thermostat with a weak coupling constant of 7 =
100 ps. This thermostat is closest to, although not identical with,
the velocity-scaling thermostat that was employed in our pre-
vious DFTB simulations. A relatively short time integration
interval of At = 0.1 fs was chosen in the velocity
Verlet algorithm to ensure the smoothness of the ReaxFF
potential at the employed high temperatures, because in reactive
force fields a switching function needs to be frequently updated
to handle changes in atomic coordination numbers and corre-
sponding changes in the potential energy. Since the DFTB
method does not require a bond order switching function, MD
simulations performed on this potential can tolerate a larger time
step. For comparison, in the previous DFTB/MD simulations, a
time integration interval of At = 0.48 fs had been employed. We
adopted the same hydrogen removal strategy as in ref 15, and the
initial Cartesian coordinates of benzene molecules are identical
as well. In this geometry called gl, 36 benzene molecules are
stacked in four layers of nine molecules arranged in a 3 X 3
quadratic plane within a cubic simulation box with an initial edge
length of 21 A. The interlayer distance was set to 3.4 A, and the
closest intermolecular H contacts are 2.2 A. Periodic boundary
conditions (PBC) were applied on the basis of this cubic unit cell.
Using the gl gemometry as a reference, Saha et al. created the
three other geometries g2, g3, and g4 by varying interlayer
distances. However, the authors mention that the exact initial
coordinates of individual benzene molecules have little influence
on the trajectories due to rapid randomization of positions at the
high temperatures, and thus we only employed the geometry
labeled “g1” in this study.

For each temperature, 20 trajectories were simulated starting
from the same geometry “gl” with different random H removal
sequences. Trajectories are labeled either “2500K n” or
“3000K_n” to distiguish temperature and trajectory number
“n”, ranging from 1 to 20. As in the previous DFTB/MD
simlations, the combustion process was simulated by a pro-
grammed H atom removal process with a random removal rate of
70 hydrogen atoms every S ps. This means that for each
trajectory, the first H removal process was performed after S ps
of equilibration, followed by the second and third H removals at
10 and 15 ps. On the occation of each H removal process, free H
atoms/H, molecules (isolated H atoms without any covalent
bonds to C atoms) were also removed from the system. At a
simulation time of 20 ps, any H remaining in the systems was also
removed, and the system was annealed for 500 additional
picoseconds. In the previous DFTB/MD simulation, it was
found necessary to increase the simulation box edge size from
21 A to 30 A after the third H removal at 15 ps because the main
cluster size was found to approach the size of the PBC box in
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Table 1. ReaxFF/MD Trajectories at 2500 K*

H’s removed

trajectories @S ps @10 ps @15 ps
2500K-1 70 70 70
2500K-2 70 70 70
2500K-3 70 70 70
2500K-4 70 70 70
2500K-$ 70 70 70
2500K-6 70 70 70
2500K-7 70 70 70
2500K-8 70 70 70
2500K-9 70 70 70
2500K-10 70 70 70
2500K-11 70 70 70
2500K-12 70 70 70
2500K-13 70 70 70
2500K-14 70 70 70
2500K-15 70 70 70
2500K-16 70 70 70
2500K-17 70 70 70
2500K-18 70 70 70
2500K-19 70 70 70
2500K-20 70 70 70
average”

ti/tena (pS) #Coage #Caluster (CH)V* (1/A)
520 212 214 0.232
520 186 216 0.235
674 188 209 0.209
370 158 179 0.260
700.5 186 214 (0.262)
370.5 180 214 (0.237)
630 181 190 0.226
711 172 (open) 203 (0.278)
520 182 (defective) 214 (0.250)
520 183 (defective) 214 (0.237)
268 155 170 0.251
470 176 203 0.240
520 194 216 0.238
520 186 (defective) 214 0236
520 159 (defective) 202 0.260

unsuccessful 216

unsuccessful 216
503.5 191 216 0.239
520 169 (defective) 212 (0.243)
489 184 211 0.263
503 183 204 0.241

“The last row records the average values of t; #Ceage; #Cetusters and ((CZ))I/ 2 over all successfully formed cages. t; corresponds to time of closed cage
formation in the successful cases, and t,,q is the point when the simulation is terminated in the unsuccessful cases. #C_,g. is the number of carbon atoms
in the cage only, and #C g is the number of total carbon atoms in the largest cluster at the time of cage formation. ((C2>)1/ 2 is the root mean square
(RMS) curvature of the cluster, where curvature C is definded as the inverse radii of spheres best fitted to an sp>-carbon atom plus its three bond
neighbors. Brackets (...) denote an average over sp™-carbons. “Defective” denotes a defective cage is formed, and “open” denotes an open cage.

most of the simulated trajectories, preventing fullerene cage
formation due to the formation of an extended graphitic sheet
across periodic boundaries. Therefore, the carbon density of the
model system was initially 0.46 g/cm® during the first 15 ps of the
trajectories and 0.16 g/cm? afterward. However, for the ReaxFF/
MD simulations presented here, we found that we had to employ
an even larger box with SO A edge length after 15 ps to prevent
graphitic sheet formation due to structure formation across
periodic images. The previous DFTB/MD trajectories were
computed up to 220 ps simulation time. The present ReaxFF/
MD simulations were computationally significantly less expen-
sive, allowing us to follow trajectories up to 700 ps.

Ill. RESULTS AND DISCUSSIONS

lILA. Self-Assembled Giant Fullerenes. Tables 1 and 2
present the size (# of carbon atoms) of the final formed largest
clusters and cages at both temperatures of 2500 and 3000 K,
respectively. We note the relatively frequent occurrence of
partially nested or spiroid-like structures, which are labeled
“defective”. In all cases, we recorded the number of hydrogen
atoms randomly removed after 5.0, 10.0, and 15.0 ps. Unlike in
previous DFTB/MD simulations, free hydrogen atoms were
frequently formed and removed, yet only a single free H,
molecule was found in trajectory 3000K_9 at 10 ps (Table 2).
At2500 K, 12 out of 20 trajectories formed closed cage structures
(GFs) during the simulation time, equivalent to a fullerene yied
0f 60%. Six of them were found to yield defective or partially open

2042

cages (see the corresponding Cartesian coordinates in the Sup-
porting Information, Tables S1 and S2). At 3000 K, the fullerene
yield was even higher with 17/20 = 85% successfully formed GFs.
In all successful trajectories, we recorded the time when the closed
fullerene cages are formed t; the number of carbon atoms both in
the cage structure #C,, . and in the whole cluster #C_jye, at time
t; and the root-mean-square (RMS) curvatures calculated from
the carbon atoms belonging to the largest cluster. The RMS
curvature is an average over all of the sp” carbon atoms in the
cluster. Similar to that in previous DFTB/MD simulations, we
found that a higher temperature favors the formation of smaller
cages: #Cpge at 2500 K is distributed beween 155 and 212
(DFTB/MD: 174—212) with an average of 183 (DFTB/MD:
191), while the cage size at 3000 K is distributed between 157 and
199 (DFTB/MD: 74—201) with an average of 178 (DFTB/MD:
161). Consequently, RMS curvatures are very similar for ReaxFF/
MD and DFTB/MD simulations. The number of carbons con-
tained in exohedrally attached polyyne chains (so-called “an-
tennas”) is given as the difference between #C g and #Cage
in Tables 1 and 2. The average number of antenna carbons is 21 at
2500 K (DFTB/MD: 7) and 16 at 3000 K (DFTB/MD: 25). The
successfully formed cages of this study are displayed in Figures 1
and 2 for 2500 and 3000 K; respectively. They occasionally contain
endohedrally encapsulated small C, chains or rings, marked by
yellow color, which were not found in our previous DFTB/MD
simulations. However, previous tight-binding-based MD?** and
reactive force field MD?' simulations also predicted similar
endohedrally encapsulated carbon clusters.
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Table 2. ReaxFF/MD Trajectories at 3000 K*

H’s removed
trajectory name @S ps @10 ps @15
3000K_1 70 70 70
3000K_2 70 70 70
3000K_3 70 70 70
3000K_4 70 70 70
3000K_S 70 70 70
3000K_6 70 70 70
3000K_7 70 70 70
3000K_8 70 70 70
3000K_9 70 2/70°¢ 70
3000K_10 70 70 70
3000K_11 70 70 70
3000K_12 70 70 70
3000K_13 70 70 70
3000K_14 70 70 70
3000K_1S 70 70 70
3000K_16 70 70 70
3000K_17 70 70 70
3000K_18 70 70 70
3000K_19 70 70 70
3000K_20 70 70 70

b
average

te/tena (ps) #Ceoge #Cotuster (CH)V* (1/A)
264 173 212 0.241
265.5 168 177 0215
289.5 199 212 0.240
291.5 170 205 0.232
305.5 181 196 0.239
380 184 195 0.226
221.5 168 182 0.224
234.5 181 189 0232
484.5 182 192 0.250
353 185 202 0.236
410 186 201 0.227
454.5 183 198 0.230
236.5 175 194 0.250
305 157 174 0.232
254 176 202 0.236
423 175 183 0219
520 190 (open) 212 0.215
520 177 (PAH) 210 0214
520 163 (PAH) 201 0.227
4315 182 186 0.237
329.6 178 194 0.233

“ Listed quantities have the same meaning as in Table 1. ¥ Refer to Table 1. One hydrogen molecule (2 H atoms) was found and removed at 10 ps in the

second H removal step in this trajectory.

2500K-3 (674 ps)  2500K-4 (370 ps)

2500K-12 (470 ps) 2500K-13 (520 ps) 2500K-18 (503.5 ps) 2500K-20 (489 ps)

Figure 1. GF cages at 2500 K from the 12 successful trajectories. Yellow
spheres indicate encapsulated fragments inside the formed cage.

Similar as in previous DFTB/MD simulations, the cage closure
time also depends on the temperature: The average t at 2500 K
was 503 ps (DFTB/MD: 82), while at 3000 K it was 329.6 ps
(DFTB/MD: 46 ps). The most striking difference between
DFTB/MD and ReaxFF/MD simulations is the much longer
time required for cage formation time in the case of the latter. After
220 ps in ReaxFF/MD (the longest DFTB/MD simulation runs),
not a single GF had formed. The reason for this significant
discrepancy between ReaxFF and DFTB will be discussed below.

IIl.B. Dynamics of Giant Fullerene Self-Assembly. In the
following sections, we analyze the general properties and
processes (key events) of fullerene cage formation for both
temperatures. Successful trajectories at the same temperatures
followed qualitatively similar patterns, although t; differed sub-
stantially between them. We here discuss only one representative
trajectory for each temperature, namely, trajectories 2500K-1
and 3000K-2. Other trajectories follow similar time evolution
patterns, although the detailed processes are of course different.

Figure 3 displays the evolution of the potential energy during
the course of these trajectories. Discontinuous jumps up in the
potential energy curves mark the H removal at S, 10, and 15 ps,
followed by relaxation associated with a potential energy de-
crease. The potential energy evolution on such a scale was similar
to our previous DFTB/MD simulations.

lI1.B.1. Cluster Growth. Figure 4 displays for both trajectories a
histogram of #C g sizes of all occurring clusters, where
different colors indicate separate molecular clusters. During
the initial S ps equilibration, no chemical reactions occurred.
This is in stark contrast to our previous DFTB/MD study, where
pyrolytic H abstraction and radical reactions were observed,
particularly at the higher temperature. At both low and high
temperatures, the growth of the largest cluster started dramati-
cally after the first H removal at S ps but slowed down after all
the H atoms were removed from the system after 20 ps. At this
time, a large cluster comprised of about half (2500K-1) or less
than half (3000K-2) the number of carbon atoms had formed
along with a couple of other, smaller clusters. In contrast, the
apparently more reactive DFTB/MD simulations exhibited
already after 20 ps a cluster consisting of almost all available
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Figure 2. GF cages at 3000 K from the 18 successful trajectories. Yellow spheres indicate encapsulated fragments inside the formed cage.
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437.5 ps 520 ps
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Figure 6. Key event snapshots at different stages in trajectory 2500K-1.
Cyan and white spheres represent carbon and hydrogen atoms,
respectively.

carbon atoms in the system. In ReaxFF/MD simulations, the
largest clusters required a long time to coalesce with the smaller
clusters after 20 ps.

As in our previous DFTB/MD study, we monitored the
variations in the numbers of mono- or divalent (sp-hybridized),
trivalent (sp>-hybridized), and tetravalent (sp>-hybridized) type
carbon atoms as a function of simulation time. The curves are
plotted in Figure Sa for trajectories 2500K-1 and 3000K-2. Since
the number of tetravalent sp® carbons is always negligible under
the conditions of the simulations, the plots record mainly the
interconversion between sp and sp” carbons. Hence, the sp and
sp” curves are roughly symmetric around 108 (half the number of
totally available cabon atoms). In order to better understand and
analyze the mechanism of the entire self-assembly process, we

20 ps

s

115.5ps

135.5 ps 196.5 ps 226 ps 265.5 ps
Figure 7. Key event snapshots at different stages in trajectory 3000K-2.
Cyan and white spheres represent carbon and hydrogen atoms,

respectively.

also plot in the same figures the variations in the number of
carbon rings from triangles up to heptagons (Figure Sb) and the
variation of RMS atomic curvature (Figure Sc) in the system.
Three vertical dashed lines in all panels of Figure 5 indicate
qualitatively stages in the self-assembly processes. Figures 6 and 7
present the key event snapshots at different stages for trajectories
2500K-1 and 3000K-2, respectively. The data from Figures 5—7
will be discussed in the following paragraphs.

lll.B.2. Events during and after H Removal. Each H removal
changed the coordination number of the carbon (from which H
was abstracted) from three to two. Thus, each of the three initial
H removal steps caused a sudden decrease in the total number of
sp” carbons and the corresponding increase in the number of sp
carbons, as can be seen in the insets of Figure Sa. Along with this
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change in carbon hybridization, we observed a decrease in the
number of hexagons, indicating ring-opening processes. Conse-
quently, linear hydrocarbon chains were present in the system,
for instance, shown in the snapshots at 8 ps in trajectory 2500K-1
(Figure 6) and at 8.5 and 20 ps in trajectory 3000K-2 (Figure 7).
The ring-opening process producing linear polyacetylenic chains
is similar to our observations in DFTB/MD simulations. Inter-
estingly, several pentagons were created after the first H removal
at S ps, but these pentagons disappeared quickly in the simula-
tions at both temperatures. More significantly, around the same
time, three-membered carbon rings (“triangles”) started to
appear in large numbers (approximately 20 per trajectory),
reaching an abundance plateau at ~20 ps and remaining the
dominant ring species until 180—200 ps (see insets of Figure Sb).
Initially, triangles and pentagons were often created in an
m-benzyne ring by bridge bond formation between the two hydrogen-
devoid carbon atoms, forming bicyclo[3.1.0]hexatriene [see for
instance the snapshots at 5.5 ps of trajectories 2500K-1 and
3000K-2 (Figures 6 and 7)]. This is an isomer of m-benzyne,
which was speculated upon in the literature but shown in high-
level ab initio quantum chemical calculations not to exist.*> The
pentagons of bicyclo[3.1.0]hexatriene were not stable and
started to disappear from around 10 ps due to ring-opening
processes, while the triangles continued to form abundantly, this
time at the tails of polyyne chains and between the chains of
Y-junction corners. Examples for such triangles at terminal
or Y-junction positions are visible in snapshots of trajectory
2500K-1 at 20 and 93 ps (Figure 6) and 3000K-2 at 20 and 50 ps
(Figure 7). In DFTB/MD simulations, triangles never appeared
as stable species. Such carbon triangles were also discussed in a
systematic ReaxFF benchmark study®® and a ReaxFF/MD study
of the aggregation of carbon in an atmosphere of hydrogen
molecules.”*

As mentioned, the most noticeable difference between present
ReaxFF/MD and previous DFTB/MD simulations concerns the
time required for cage formation: ReaxFF/MD seems an order of
magnitude slower to produce the first fully formed GF cages. The
difference in time evolution is clearly visible in the time evolution
of sp- and sp’-hybridized carbon when comparing ReaxFF/MD
(Figure Sa) and DFTB/MD (Figure 3 in ref 15) results: Both
simulations predict a minimum number of sp* carbon atoms after
the third H removal, but it takes vastly longer in ReaxFF/MD
simulations (20—30 ps in DFTB/MD, 150—200 ps in ReaxFF/
MD) to recover and reach a 50:50 ratio to sp carbon atoms. At
the same time, practically no polygonal rings were found at this
stage, with the exception of the above-mentioned triangles. In
this context, we note another important difference between
DFTB/MD and ReaxFF simulation results: DFTB/MD simula-
tions predicted that ring-condensation processes would occur
rapidly once all hydrogen atoms left the system, easily bringing
the number of hexagons back up to around the original number
of 36. The same recovery process was found to be very slow in
ReaxFF/MD simulations. It took roughly 450 ps (starting from
~45 to 500 ps) in the case of 2500K-1 and roughly 150 ps (from
~100 ps to ~250 ps) in the case of 3000K-2. Similarly as in the
DFTB/MD simulations, hexagons were the dominant ring
species, followed by pentagons and heptagons. As the ring
condensation reactions continued in ReaxFF/MD simulations,
the number of triangular carbons became gradually reduced. We
conclude that the ring condensation process of pure carbon
chains occurs on a different time scale with different intermediate
ring species in the two methods. This difference may be explained

at least partially by the fact that the angle strain in linear carbon
chains is overestimated by ~20% in ReaxFF relative to the
quantum chemical B3LYP/6-31G(d) level of theory,”® while the
corresponding DFTB angle strain reproduces the first principles
result well.

In Figure Sc, we trace the variation of the root-mean-square
(RMS) of the atomic curvatures of all sp” carbon atoms in the
system. It is clear that the RMS curvature has a small value
(<0.2 A1) for initial benzene rings at the simulated tempera-
tures. Once the H removal began, the benzene rings started to
open, and the molecules were transformed into linear fragments,
which have larger flexibility, and thus larger local curvatures can
be expected for sp” carbon atoms, for instance, at Y-junctions.
During this stage, the curvature values were oscillating around a
relatively large value > 0.3. Large oscilations in the curvature
curve are attributed to the large flexibilities of Y-junction points
during this stage. During the following ring condensation stage,
the RMS curvature values slowly converged to values of the final
cage structures.

Figure 8 displays the chemical composition of hydrocarbons
(C.H,) before the second and third H removal step at 10 and 15
ps from all of the 20 trajectories at both temperatures. This figure
corresponds to Figure S in ref 15. It is clear that at higher
temperatures, the trajectories contain larger clusters. After 10 ps
simulations, the largest cluster consisted of ~43 carbon atoms for
T = 3000 K, whereas the largest cluster at T'= 2500 K consisted of
only ~36 carbon atoms; after 15 ps, the largest cluster was found
to have ~170 carbon atoms at 3000 K but only ~130 at 2500 K.
The clusters at both stages are mainly dominated by open-chain
polyacetylene-like structures. In the case of DFTB/MD simula-
tions, PAH species and fullerene precursors were already present
at ~15 ps; in the case of ReaxFF/MD simulations, only poly-
actylene-like chain structures were found. Similarly to DFTB/
MD predications, larger clusters tend to have slightly lower H/C
ratios than the overall system’s H/C ratio, while smaller frag-
ments have somewhat higher H/C ratios."®

ll.B.3. Cage Self-Assembly. The mechanism of dynamic full-
erene self-assembly is qualitatively similar in both DFTB/MD
and ReaxFF/MD simulations, with major differences concerning
chemical reaction speed and differences in predicted intermedi-
ate structures as discussed above. The first step is the ring-opening
and fragmentation process. In ReaxFF/MD simulations, during H
removal, all carbon rings were destroyed, giving way to poly-
acetelyene-like chains. In contrast to DFTB/MD simulations,
this step continues beyond the last H removal (until ~20 ps).
The second step in ReaxFF/MD simulations is the linear chain
growth process. Short, linear carbon chains devoid of hydrogen
fuse, creating larger linear and branched chains. This step is
characteristic for the ReaxFF/MD simulations and does not
occur during DFTB/MD simulations, where rings were formed
already during H removal from ring-opened polyacetylene-like
chains. The third step is dominated by ring condensation, starting
from small nuclei of condensed rings. Hexagons are most
abundant, while a signficant number of pentagons provided
enough positive curvature to the structure, causing the apperance
of basket-shaped structures with linear polyyne chains attached
(“octopus on the rock” structures). The number of heptagons is
competitive with that of the pentagons but remains smaller. Since
pure carbon chains are abundant in ReaxFF/MD simulations
after H removal, the “arms of the octopus” are somewhat more
abundant when compared to DFTB/MD simulations. Finally,
the fourth step of fullerene cage self-assembly, cage-closure,
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Figure 8. Hydrocarbon cluster compositions at (a) 10 ps for 2500 K, (b) 15 ps for 2500 K, (c) 10 ps for 3000 K, and (d) 15 ps for 3000 K (before the H
removal steps). Each point corresponds to a C,H, species. The continuous lines represent the overall H/C ratio of the entire system. Data points are

plotted for all 2500 K (left) and 3000 K (right) trajectories.

occurred during a drawn-out process and is shown in Figures 6
(520 ps) and 7 (265.5 ps). Similar to the DFTB/MD predictions,
in the final closed cages, the numbers of hexagon rings were
dominant, followed by around 20 pentagons and a comparable
number of heptagons. Clearly, the final self-assembled cages are
very large, highly defective, and far from obeying the isolated
pentagon rule, similar as in DFTB/MD simulations.

l.C. Computational Efficiency. To accurately evaluate the
differences in CPU times required for corresponding trajectories,
we timed DFTB/MD and ReaxFF/MD simulations for a system
with the following characteristics: 36 benzene molecules were
placed in a 21 A®> PBC box, and a Berendsen thermostat with
2500 K target temperature was employed in both simulations.
For this benchmark, the time integration interval in DFTB was
lowered to At = 0.1 fs so that we could estimate the performance
difference of the two methods using the same number of time
intervals for the same simulated time. A total of 1000 time
integration steps were performed, yielding two trajectories of 100
fs length in both ReaxFF- and DFTB-based MD simulations. The
CPU time required was 130.73 and 2396.31 s, respectively, on an
Intel Xeon E5460@2.66 GHz CPU core, indicating that ReaxFF
is roughly 20 times faster than DFTB in such a system. When
taking into account that DFTB/MD simulations can be per-
formed with a larger time interval of At = 0.48 fs (while still
conserving total energy in NVE simulations with an error of only
a few kcal/mol), the speedup of ReaxFF reduces effectively to a
factor of about 4.

IV. SUMMARY AND CONCLUSIONS

ReaxFF/MD simulations predict similar patterns of fullerene
formation during benzene combustion to those of previous
DFTB/MD simulations,15 with major differences concerning
chemical reaction speed and some differences in predicted
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intermediate structures. Common to both methods is the predic-
tion that, under the given carbon concentration in the absence of a
carrier gas, giant fullerene cages with sizes between 155 and 212
(DFTB/MD: between 174 and 212) carbon atoms are formed in
relatively high yields of 60% (2500 K, DFTB/MD: 50%) and 85%
(3000 K, DFTB/MD: 42%). The cage self-assembly in both types
of MD simulations involves the benzene ring-opening, carbon
chain, and ring growth via ring-condensation reactions of sp-
hybridized carbon chains attached to sp” carbon ring networks. In
both simulations, hexagons finally outweigh by far pentagons and
heptagons, and the final giant fullerene (GF) cages possess linear
carbon chains attached to the cages at sp> carbon defects. The
major difference between classical ReaxFF and quantum chemical
DFTB potentials concerns the reactivity of the partially hydro-
genated and pure carbon species: DFTB predicts a much faster
succession of events, leading to fullerene cage closure being up to
a full order of magnitude faster (~50 ps vs ~500 ps) than ReaxFF.
It appears that the bending of sp" chains is probably the deciding
factor in the reaction: A comparison of the potential energy
profiles for the bending of the C; molecule (see Figure S1 in the
Supporting Information) shows that this mode is stiffer in ReaxFF
than in the DFTB and DFT methods, even though ReaxFF
outperforms DFTB in the prediction of isomer energies of the C,g
species (Table S1 in Supporting Information). Further differences
were found as follows:

1 Final cages often appear to be “nested” or “spiroid”-like in
ReaxFF/MD simulations, exhibiting major discontinuities
in the sp> carbon cage walls.

GFs occasionally exhibit endohedrally encapsulated small
C, chains or rings, different from previous DFTB/MD
simulations.

In ReaxFF simulations, carbon triangles are common occur-
ances as termini of linear carbon chains and during hydrogen
removal as part of the hypothetical bicyclo[3.1.0]hexatriene
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isomer of m-benzyne (see also Figure S1 in the Supporting
Information).

4 In ReaxFF simulations, carbon rings open up to form linear
chains during hydrogen removal.

It is difficult to pinpoint the exact contribution of these
fundamental differences between both methods to each phe-
nomenological difference. Since DFTB is an approximate meth-
od of density functional theory, which itself is an approximation
of higher ab initio quantum chemical methods, we conclude that
ReaxFF/MD is well suited to describe fullerene formation
processes on nanosecond time scales. These simulations for
the presented systems are between 4 and 20 times faster than
corresponding quantum chemical DFTB/MD simulations, de-
pending on the employed time integration intervals.

Il ASSOCIATED CONTENT

(5 ) Supporting Information. Frozen potential energy scan
of the £ CCC angle of the C3 molecule in its singlet ground state
using  self-consistent-charge (SCC) and nonself-consistent-
charge (NCC) DFTB levels of theory, ReaxFF, and B3LYP/6-
311G(d); relative energies of C,g isomers in electronvolts and
corresponding linear regression coeflicient R® for correlation
between B3LYP/6-31G(d) and SCC- and NCC-DFTB, B3LYP/
6-31G, AM1, PM3, and ReaxFF methods. Cartesian coordinates
in Angstroms of last snapshot structures from trajecories 1—20 at
2500 and 3000 K corresponding to either t;or t,,q, as indicated in
Tables 1 and 2. In these structures, label C’ denotes endohedrally
encapsulated carbon atoms. This material is available free of
charge via the Internet at http://pubs.acs.org.
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ABSTRACT: In this work a method is presented for the partitioning of MP2 correlation energies through a grid-space partitioning
using the iterative Hirshfeld weight function. The correlation energies are partitioned into mono- and diatomic contributions using
two alternative schemes, which allow different levels of parallelization. The method is tested on a set of 24 molecules containing
various atoms, leading to the conclusion that, while the numerical results of the two schemes slightly differ, the chemical information
contained in them is similar. The method is subsequently applied to the analysis of the interaction energy of three benzene dimers.

1. INTRODUCTION

The appeal in studying the energy of a system lies in its hold on
information, such as bonding, stability, and reactivity. The
information provided by an energy calculation can be greatly
enriched if the total energy can be partitioning into chemically
meaningful components. An obvious way of partitioning the
energy within a correlated ab initio method is to do it for the
Hartree—Fock and correlation energy separately. Since a number
of energy part1t10n1ng schemes are available for the Hartree—
Fock energy,' ~'° the present paper focuses on the correlation
energy partitioning.

Since the energy expression depends on the level of theory, the
number and the nature of various contributions differ accord-
ingly. In particular, within the range of the correlated ab initio
methods, such as Moller—Plesset'' perturbation theory and
coupled clusters,"'® the quality of the energy obtained is
determined by the sophistication level of the correlation energy
expression. For a closed-shell system, the correlation energy can
be expressed through the amplitude 7 "in eq 1:

occ virt

ZZI 2(ialjb) —

ij ab

(iblja)] (1)

where i and j denote occupied molecular orbitals, a and b are
virtual molecular orbitals, and (ia|jb) are two-electron repulsion
integrals. Although this expression is, strictly speaking, of a
nonlocalized nature, it is tempting for a chemist to rationalize
it in terms of atomic and bond (diatomic) contributions, in order
to extract chemical information about the system.

Therefore, several methods have been developed in the past
decade for the partitioning of correlation energies."* >* These
methods can be divided into two major categories. The first one
includes methods based on a population analysis partitioning,'*~ "
where one makes use of the linear combination of atomic orbitals
(LCAO) expansion of the molecular orbitals and rewrites eq 1 in
terms of a sum over atomic orbitals with common centers, thus
partitioning the total correlation energy into a sum of mono- and
diatomic contributions.'*”'® On the other hand, for variational
methods such as configuration interaction (CI), the two-electron

v ACS Publications ©2011 american chemical Society

energy can be partitioned directly using the second-order density
matrix ;"

E. = Zrljkl(l]“d) (2)

ijkl

where E,,. contains both the correlation energy as well as the two-
electron Hartree—Fock energy contributions. The methods of the
second category are based on a partitioning in the three-dimen-
sional physical space,”'® *' where the two-electron integrals
(ialjb) are partitioned into mono- or diatomic contributions by
inserting the atomic weight functions 1nto the 1nte§ral In this case,
too, one can make use of either eqs 1'% or 2.

This broad collection of methods reflects the nonuniqueness
of partitioning, which is due to the lack of a quantum mechanical
“atomic Hamiltonian” within a molecule. Therefore, none of the
wabove-mentioned methods can be a priori declared superior
to the others. The usefulness of each method is to be judged by
practical criteria, such as the consistency of the results with the
chemical knowledge and intuition. For instance, when parti-
tioning the total energies into diatomic contributions, one
would desire the values to be comparable with dissociation
energies for bonding interactions, to increase with the bond
multiplicity, and to provide clearly different values for bonding
and nonbonding interactions.

In this work, we propose to partition the correlation energy of
the second-order Moller—Plesset method (MP2) through the
use of the Hirshfeld method,”*~** which has proved to be useful
for the analysis of a broad gamma of properties, including the
energy at Hartree—Fock® and density functional theory (DFT)
levels.”® A short description of the Hirshfeld method, together
with the outline of our methodology for the partitioning of the
MP2 correlation energy into mono- and diatomic contributions
is presented in Section 2, followed by some details on the
implementation in Section 3 and by a discussion of the results
on a limited set of 24 molecules in Section 4. An application of
the method to the interaction energy of three benzene dimers is
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presented in Section S. Finally, Section 6 contains the summary
and the conclusions of this work.

The correlation energy decomposition can be used in two
manners. First, for the systems in which the electron correlation
essentially determines the molecular structure (such as van der
Waals complexes), the decomposition can be applied as such to
understand which pairwise interactions are more important
than the others. On the other hand, the correlation energy
decomposition can be used for any molecule on the top of a
suitable Hartree—Fock energy decomposition (for instance,
according to ref 9). This gives rise to a total correlated energy
decomposition.

2. METHOD

The Hirshfeld method allows to partition molecular proper-
ties into atomic contributions through insertion of a normalized
weight function into the integral that determines the property in
question. For instance, the population of atom A is determined
by the following expression:

Ny = [ wale)p(eldr = [ oy (o) 3)

where p(r) is the molecular density and w,(r) is the atomic
weight function. The total number of electrons is recovered by
summation over all the atoms, since the atomic weight functions
at each point r sum to one:

N = %/ wA(r)p(r)dr=/(§WA(r))p(r)dr (4)

In the classic version of the Hirshfeld method (H-C),** the
weight function of each atom is constructed from the free-atom
densities pE\O] (r) normalized by a superposition of the free-atom
densities of all the atoms in the molecule, referred to as
“promolecule”:

(o]
H-C Pa (r)
Wy (1') = Zpg)](l‘) (5)

These free-atom densities are obtained from a self-consistent
field (SCF) calculation on an isolated atom in its spectro-
scopic ground state with the same basis set as used in the
calculation of the electron density of the molecule. This form
of a weight function assumes that the atoms within the
molecules resemble the free spherically symmetric neutral
atoms. Since this choice is somewhat arbitrary, an improved
iterative version of the Hirshfeld method (H-I) was developed
by Bultinck et al.,>* in which the promolecule is constructed
from densities of atoms which resemble actual atoms in the
molecule rather than free atoms. This is achieved through an
iterative procedure, where the weight function at the n-th
iteration is constructed from the atomic densities obtained in
the previous iteration:

)
i) = Pa(©) p
a (1) gpg‘*”(a (6)

where p¥'(r) = wl () p(r) and wh'(r) = wiC(r) is the
classic Hirshfeld weight function. Here, pa~ "(r) is an atomic

density which integrates to the number of electrons N1

calculated in the previous iteration as

N = [k ot )

Since NE{“” is generally a noninteger number, this is achieved
by interpolating between the densities of atoms with the upper
bound integer ole[\"fl] and the lower bound integer ofNA"71]
number of electrons. This procedure is repeated until con-
vergence, at which point the converged atomic weight func-
tions become the H-I weight functions. The practical details of
the iterative procedure can be found in ref 25.

The partitioning of a two-electron integral can be obtained by
inserting the Hirshfeld atomic weight function into the two-
electron integral as follows:

(ialib) = ¥, (ialjb)"

A

=3, [ mieae ) V “””“’b”d] dr,

(8)

The integral in square brackets can be easily evaluated at each
gridpoint r; using analytical formulas for nuclear attraction
integrals, which allows avoiding double numerical integration.
A similar partitionin§ of the two-electron integral was employed
by Imamura et al.'® However, those authors used the Becke
weight function”” rather than the Hirshfeld partitioning. More
importantly, Imamura et al. only decompose the amplitude in the
correlation energy expression (eq 1), which leads to a correlation
energy expressed by a sum of monatomic contributions only. In
contrast, we prefer to partition also the two-electron integrals in
the second multiplier of eq 1 in order to obtain both mono- and
diatomic terms. Eventually, this yields the following MP2 corre-
lation energy partitioning into diatomic contributions EAtrs and
monatomic ones Eypo:

Evpr = Y Epipa + Y, Eaim )
A A<B
where
occ virt occ virt(; | : 1:1,\B .1 1. \B
. st Do) = ()]

.- 5555

£i+€j—£a—€b

and

occ virt occ virt| ia b A 2(ia b A _ lb ia A
Eﬁgzzzzzz( ljb)" [2(ialjb) (iblja)"]
i oa j

b €i+8j78a78b

(11)

Here &; is the orbital energy of the i-th molecular orbital. The
factor 2 in eq 10 is due to symmetric nature of the expression:
EAB_ pBA

mp2 = Enmpo.

A closer look at eq 10 reveals an alternative expression for the
Enp, energy contribution. Indeed, since (ialjb) = (ai]bj)*, a
similar but not equivalent diatomic correlation energy expression
E'28 can be defined:

virt occ

virt ucc(ai|b-)
B = 25535
J

a i

*[2(ailb)” — (ajlbi)”]
81' + 8]' - 8u - 8},

(12)
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Cammcie

The difference between the two definitions lies in the terms
(iblja)® and (aj|bi)®, which are not equivalent since the
atomic weight function of atom B is inserted in the left-hand
side of the integral (eq 8). This involves integration over r; in
Jwe(r)@i(x1) @p(ry) f@;(rz)q’u(rz)”lz drydr; in the former
and in [wy(r)@a(r)e;(r1) [0 (r2)@p(x,)r1y drydry in the

latter.
Partitioning the MP2 correlation energy according to eq 10
can be interpreted in terms of pair correlation energies e;;:

occ

EMP2 - Zelj (13)
ij

where

o = %(ia\jb)[Z(iaIJ'b)] — (iblja)]

14
ab 8,’+8j—8a_8b ( )

_ §<ai|bj)[i(gi\i9j>} — (ki) (15)
ab & 8] fa o

Partitioning ¢;; into diatomic contributions according to eq 10 can
be regarded as decomposing the i-th occupied orbital to atoms A
and B while summing over the occupied j. The alternative
expression in eq 12, on the other hand, decomposes i to atom A
on the left-hand side of the product in the e;; expression, but both i
and j are decomposed to atom B on the right-hand side of the
product. From this perspective, eq 12 is less theoretically sound
than eq 10 but, as will be shown later, is better suited for
parallelization while producing similar results.

Yet another option would be to consistently decompose
orbital i to atom A and orbital j to atom B, which leads to the
expression:

occ virt occ "‘”(m\]b [2(]b|1a)B _

i, = 25558 =

— & — &

(16)

&+ 5]‘
However, since expression 16 is considerably more computation-
ally demanding, we will focus on eqs 10 and 12 for the rest of this
article.

3. COMPUTATIONAL DETAILS

The calculation of all diatomic contributions in eqs 10 and 12
is computationally demanding, since each of the integrals (ia|jb)*
has to be evaluated numerically. As we would like to be able to
apply this method in systems of interest without being over-
encumbered with size limitations, we implemented an MPI-
parallelized code with the following structure (Chart 1):

Chart 1

do i=proc_id,num_occ_orb,numprocs do a=proc_id,num_virt_orb,numprocs

loop over gridpoints loop over gridpoints
integrate and store in memory integrate and store in memory
(ialjb)"A for all a, j, b and A (ailbj)"A for all i, b, j and A
end loop end loop
calculate E(i,AB) calculate E(a,AB)
enddo enddo

reduce all E(i,AB)’s reduce all E(a,AB)’s

where the left-hand scheme represents parallelization over the
occupied molecular orbitals i, according to eq 10, while the right-
hand scheme represents parallelization over the virtual molecular
orbitals a according to eq 12. Here E(i,AB) and E(a,AB) are the
contributions of the i-th molecular orbital into Extp, and of the
a-th molecular orbital into E'Afes, respectively.

2 o) 5 ) Pl

a j b

— (iblja)"]
& + 8} — & — &

E(i,AB) =

(17)

E(a,AB) = (2_5%>§§§(“i|bj) [2(ailbj)® — (aj|bi)"]

€i+€j_ga_8b

(18)

The possibility to calculate E(i,AB) and E(a,AB) is the key
feature of the parallelization scheme; this cannot be achieved for
expressions, such as eq 16. Although the right-hand scheme will
always result in a larger total CPU time, the number of numerical
integrations to be performed being larger (since there are always
more virtuals than occupied), it allows a much higher degree of
parallelization. For instance, an ethylene molecule calculated
with the aug-cc-pVDZ basis set has 8 occupied and 72 virtual
molecular orbitals. In the first version of the method the
calculation can be parallelized over a maximum of 8 processes,
while in the second version the calculation can be run over 72
processes. In the latter case, the wall-clock time of the calculation
will be effectively reduced by a factor of 72 compared to a single-
process run of the same code, since the communication needed
between the processors is minimal, requiring only the transmis-
sion of a symmetric matrix holding the E(a,AB) energies.

The geometries of the 24 small molecules examined in Section
4 were optimized with the Gaussian03>® program at the MP2/
aug-cc-pVDZ level. The full MP2 formalism was used throughout
the work. The geometries of the three benzene dimers examined in
Section § are obtained from ref 30, and the interaction energies
where calculated using the Gaussian03%® program at the MP2/
6-31++G** level. The partitioning of the correlation energies was
performed using the STOCK program.** For the sake of compar-
ison, the Ayala—Scuseria energies' * were calculated using another
program written by the authors.

4. TEST CALCULATIONS

The MP2 correlation energies of a set of 24 molecules were
calculated and partitioned using the two alternative methods
descrlbed above. Table 1 gives the monatomic contributions
Epp (eq 10) and E'qfp, (eq 12) to the correlatlon energ1es, while
Table 2 contains the diatomic contributions Eaip, and E'ajes of
bonded atoms. The contributions of nonbonded atoms will be
discussed at a later stage. For both partitioning schemes, the total
correlation energies are reconstructed from eq 9 with an accuracy
of 0.01 kcal/mol.

As seen from Table 1, the monatomic values depend strongly
on the atom type, getting more negative in the order H<B < C <
N < F < O < Cl For a given type of atom, the energies are
influenced by the bonding with the neighboring atoms. For
instance, the correlation energy of a hydrogen atom becomes less
negative for H(B) > H(C) > H(CI) > H(N) > H(O) > H(F),
suggesting that the absolute value of the correlation energy
decreases with increasing polarity of the bond. The hybridization
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Table 1. Monoatomic Energies Entp and E'¥ips (eqs 10 and 12, respectively) Calculated Using the Aug-cc-pVDZ Basis Set”

H B N C o X
M2 E'fib M Eba Enpe Eve B Eib Enib E'Nib Enty  Evik

BH, —7.90 —7.46 —20.75 —19.72
B,H, —7.44 (2B) —7.06 (2B) —2646 —26.76

—7.95 (1B) —7.49 (1B)
CH, —5.79 —5.34 —5894 —57.58
C,Hs —6.30 —5.84 —59.10 —57.58
C,H, —6.10 —5.63 —60.69 —59.15
C,H, —5.23 —4.77 —63.44 —67.81
CeHy —6.71 —622 —6524 —63.51
H,O —2.63 —2.36 —124.13 —123.62
CH;OH  —6.55(C) —6.08(C) —59.79 —5227 —125.75 —124.97

—6.34(C.--0) —5.87(C---0)

—-3.17(0) —2.87(0)
CH;0CH; —6.76(C) —6.29(C) —55.63 —54.09 —128.51 —127.51

—6.43(C---0) —596(C---0)
H,CO —6.68 —6.21 —4811 —46.62 —127.54 —126.67
HCO,H  —7.01(C) —6.52(C) —43.01 —41.58 —129.78 —129.01

—2.75(0) —2.49(0) —127.39(H) —126.67(H)
Co, —37.63 —3623 —129.61 —128.88
co —4579 —44.84 —12548 —124.54
NH; —374 —3.40 —97.85 —96.95
CH;NH, —644(C-.-N) —596(C---N) —98.68 —97.57 —55.89 —54.33

—6.70(C) —622(C)

—4.62(N) —3.89(N)
N,H, —4.40 —4.03 —96.01 —94.82
cis-N,H,  —5.10 —4.68 —92.80 —91.50
trans-N,H, —4.87 —4.46 —92.88 —91.59
N, —87.88 —86.53
HF —1.90 —1.69 —134.95  —134.74
HCI —5.11 —4.69 —92.67 —92.24
CH,F —621 —5.75 —51.92 —50.49 —137.71  —137.29
CH,Cl —6.07 —5.62 —59.75 —5827 —94.19 —93.64

“ All values are in kcal/mol. H(X) denotes a hydrogen atom bonded with atom X. H(X- « - Y) denotes a hydrogen atom bonded with atom X and sterical

interaction with atom Y.

state of the atoms, the hybridization of the neighboring atoms,
and the weak interactions also influence the correlation energy,
although to a smaller extent. For example, the correlation energy
of H increases on going from ethane to acetylene by 1.07 keal/mol
but decreases on going from NHj to cis-N,H, by 1.44 kcal/mol,
when calculated using eq 10. Similar trends are observed for the
heavier atoms. For example, the absolute value of the monatomic
correlation energy of carbon increases from ethane to acetylene
but decreases when going from CH3;O0CHj; to CO,. These
variations are found to correlate strongly for the H atoms with
the in the atomic charges calculated with the iterative Hirshfeld
method from the MP2 density, as shown in Figure 1, where all
hydrogen atoms present the molecules in Table 1 where in-
cluded. For heavier atoms, the general trend persists but is less
pronounced: A value of R =0.87 is found for C atoms and an even
lower value for O and N. This is hardly surprising since one
cannot expect a straightforward connection between a nonlocal
property as correlation and a local property of condensed
density. The correlation found for the H atoms can be explained
by the fact that the Eypp, property can be seen as a special case

2052

among the monatomic correlation energies, since it describes the
correlation energy of an atom containing only one electron. This
“self-correlating” property can be rationalized as follows: Con-
sider the symmetric H, molecule described by a minimal basis
set, such that there is only one doubly occupied molecular orbital
i and one virtual orbital a. The monatomic correlation energy of
atom H, is then given by:

(ia|ia)H' (ia\ia)H'

2(e—€,)

(19)

H
EMP2 -

Since both of the atoms are symmetric, the weight function of
both atoms is identical, and the orbitals are equally delocalized
over both atoms, so Entp, = Exi, and, due to the factor 2 in the
definition in eq 10, Eib, = 1/2E85,™2 Now consider a hypothe-
tical molecule HX, still in the framework of the minimal basis set,
where X still contains only one electron but is more electroneg-
ative. Then the orbital i is more localized on X. Evidently, Ehp, will
decrease and so will the atomic population of H. Thus, an increase
in electronegativity of neighboring atoms causes a decrease of the
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Table 2. Diatomic Energies Eptp, and E'nips (egs 10 and 12, respectively) Calculated Using the Aug-cc-pVDZ Basis Set”

BH CH CC NH NN
Entea E'Nea Entes E'Niea Entes ElNea Enier Bk Eniea ElNiea
BH, —5.27 —5.96
B,Hg —5.34(1B) —5.97(1B)
—3.90(2B) —4.15(1B)
CH, —6.05 —6.73
C,Hg —5.62 —6.30 —7.74 —8.49
C,H, —5.46 —6.15 —13.65 —15.03
C,H, —5.01 —5.67 —22.87 —25.21
Cg¢Hg —4.84 —5.53 —9.42 —10.42
CH;O0H —521(C) —5.94(C)
—5.06(C---0) —5.78(C---0)
CH;O0CH;, —5.12(C) —5.85
—5.02(C---0) —5.73(C---0)
H,CO —4.81 —5.57
HCO,H —3.97 —4.74
NH; —5.84 —6.44
CH;NH, —5.28(C) —6.01(C) —5.29 —5.91
—5.15(C--+N) —5.85(C---N)
N,H, —4.96 —5.61 —6.98 —7.97
cis-N,H, —4.71 —5.40 —15.95 —17.71
trans-N,H, —4.55 —5.22 —16.25 —18.04
N, —32.79 —35.48
CH;F —5.19 —5.92
CH,Cl —5.16 —5.86
CN OH oC XH XC
Eniv E'Nib Eniea E/Nib Enipa E'Npa Exiea Eib Entea E'Npa
H,0 —5.04 —S5.55
CH;0H —4.30 —4.84 —6.15 —6.95
CH;OCH;, —4.74 —5.54
H,CO —13.69 —15.14
HCO,H —3.90 —4.35 —6.44 —7.22
—11.48 —12.76
CO, —12.70 —14.09
CO —22.00 —23.89
CH;NH, —7.60 —8.46
HF —4.34 —4.76
HCl —6.73 —7.57
CH;F —4.58 —524
CH;Cl —7.44 —8.32

¢ All values are in kcal/mol.

monatomic correlation energy. Since this picture is too simplistic
for heavier atoms, the correlation factor is lower in this case. For
carbon atoms, a reasonably strong correlation of R = 0.96
(Figure 2) is found between the monatomic correlation energies
and the change in atomic population due to correlation, defined as

N = [0 - P (20)

The diatomic correlation energy contributions depend
strongly on the bond multiplicity. The correlation energy varies
between 4 and 8 kcal/mol for a single bond, 13 to 18 kcal/mol for

a double bond, and 22 to 25 kcal/mol for a triple bond (or even
more for the N, molecule) for all the atoms in the examined set of
molecules. The value obtained for the C—C bond in benzene is
quite encouraging, since it is situated between the value for
ethane and ethylene.

The dependence on bond multiplicity can be explained by the
energy denominator in eqs 10 and 12. When passing from a
single to a double to a triple bond, the diatomic component
increases strongly due to a much smaller gap between the
7r-orbitals compared to that between o-orbitals. Within the same
bond type and multiplicity, the values are influenced by the
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Figure 1. The correlation between the Hirshfeld atomic charge (in au)
and the monatomic MP2 correlation energy (in kcal/mol) Enip (eq11)
of the H atoms.
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Figure 2. The correlation between the change in the atomic population
due to correlation N3™ (eq 20) (in au) and the monatomic MP2
correlation energy (in kcal/mol) Eaia (eq 11) of the C atoms.

chemical surrounding. For instance, the absolute values for the
C—H bond decrease on going from ethane to acetylene, with the
absolute values for methane being larger than for ethane and for
benzene lower than for acetylene.

The values calculated using eqs 10 and 12 differ by about
0.5 kcal/mol for the mono- and diatomic energies involving the
H atom and up to 3 kcal/mol for correlation energies of the
heavier atoms. In general, the monatomic energies E'85, are
slightly less negative than Epjp,. Correspondingly, the diatomic
energies ERB, are larger in absolute values than EAD. Despite
these small numerical differences, the trends discussed above are
equivalent in both partitioning schemes.

The basis set dependence of the method is summarized in
Table 3. Only the mono- and diatomic values calculated using
eq 12 are shown, as the basis set dependence of both partitioning
schemes is similar. Table 3 also reports the total correlation
energy for each basis set. One can see that the MP2 correlation
energy is significantly undermined when polarization functions
are excluded, while the addition of diffuse functions has only a
minor effect. The difference between the Pople double- and
triple-C basis sets amounts to 20% of the total correlation energy
calculated with the triple-§ basis set, while the values obtained
with the aug-cc-pVDZ basis set are situated in between. Compar-
ing the aug-cc-pVDZ values with the values obtained with the
largest Pople basis set shows that while the monatomic energies
of the former are slightly higher, the diatomic energies are lower.
This effect is especially pronounced for the energies of the C, N,
and O atoms. Overall, the addition of polarization functions
appears to result in the most significant improvement.

In order to compare our scheme with other partitioning
techniques, in Table 3 we give the values obtained using the
Ayala—Scuseria14 method, calculated with the 6-31G* basis set.
These results indicate that not only the numerical values of the
mono- and diatomic energies differ but also, in some cases, the
trends as well. For example, the relation between the diatomic
correlation energy and the bond multiplicity, as discussed above,
is not present in the Ayala—Scuseria method.

In most molecules examined here, the sum of the monatomic
energies and diatomic energies of the bonding interactions com-
prises more than 95% of the total correlation energy. The diatomic
contributions between two nonbonded atoms are limited, in
absolute values, to less than 0.05 kcal/mol between two H atoms,
0.5 kcal/mol for an H atom interaction with a heavier atom, and 1.0
kcal/mol between two heavier atoms. Three exceptions to this rule
are present in the 24 molecules studied here, which concern 2
nonbonding interactions between O atoms in HCO,H and CO,
and a nonbonding interaction between B atoms in diborane. The
diatomic correlation energies for these three pairs are summarized
in Table 4, calculated using various basis sets. While ESr, for the
O- - - O interaction in both molecules decreases in absolute value
with increasing the basis set and may therefore be expected to
become less significant at the complete basis set limit, the situation
isreversed for the B - - - B interaction. This is probably related to an
exchange interaction, which also emerges indirectly in bond orders
between nonbonded X - - - Z atoms in the case of three-center two-
electron X—Y—Z bonds.*'

5. INTERACTION ENERGY OF BENZENE DIMERS

In the previous section we have demonstrated that both
schemes (egs 10 and 12) provide chemically meaningful mono-
and diatomic correlation energies. In this section we will focus on
applying the method to benzene dimers. The energetics of this
system is largely determined by dispersion interaction, which
cannot be correctly described neither by Hartree—Fock nor by
most density functionals. As mentioned in Section 2, the scheme
based on eq 10 is theoretically more sound. However, since the
scheme based on eq 12 is much more easily parallelizable, and in
light of the quality of the results obtained in the previous section,
the CPU-intensive calculations on the benzene dimers were
carried out within the second scheme.

The structures of three benzene dimers in the sandwich, parallel
displaced, and T-shaped configurations are shown in Figure 3. The
geometries optimized at QCISD(T)/aug-cc-pVTZ level were
taken from ref 30. The calculations of the MP2 correlation energy
were performed using the 6-31++G™ basis set. Since the MP2
method overestimates dispersion interaction in the benzene
dimer®” and the 6-31++G** basis set is not large enough to fully
reproduce the correlation energy, the results only represent a
qualitative picture of the interaction energy of these dimers. This
qualitative picture is, however, sufficient for our goal, since the
chemical information that can be obtained from a partitioning
method is confined in the trends, rather than the exact values. For
each of the geometries, the total MP2 energy was calculated for the
dimer and for each of the monomers using the BSSE correction.
Since Tables 1 and 2 already report values of the total mono- and
diatomic correlation energies of benzene, we will discuss only the
contribution of correlation energy to the interaction energy of the
dimers. Table S lists the interaction energy at Hartree—Fock and
MP2 levels as well as the contributions of the monatomic correla-
tion energies (E€ and E"), the intramolecular diatomic correlation
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Table 3. Mono- and Diatomic Correlation Energies Calculated Using eq 12 with Various Basis Sets”

6-31G 6-31G** 6-31++G** 6-311 6-311G** 6-311++G™* aug-cc-pVDZ Ayala—Scuseria
C —38.59 —60.14 —59.86 —50.69 —70.42 —69.65 —57.58 —5542
H -3.25 —4.93 —5.15 —3.45 —52 —5.45 —5.34 -5.15
CH —2.74 —6.13 —6.12 —2.83 —6.56 —6.53 —6.73 —6.84
total —63.09 —105.56 —106.27 —76.40 —118.84 —119.04 —107.56 —105.56
C —39.46 —59.59 —60.01 —57.78 —69.93 —69.97 —57.58 —55.32
H —=3.72 —5.62 —5.63 —3.93 —5.87 —5.93 —5.84 —6.93
CcC —-2.37 —=7.19 —7.32 —2.65 —8.38 —8.25 —8.49 —9.99
CH —2.55 —5.87 —5.87 —2.65 —6.20 —6.19 —6.30 —6.93
total —119.87 —198.03 —199.50 —147.00 —224.16 —224.58 —200.73 —198.04
C —41.00 —60.56 —61.27 —53.73 —7L.1S —71.50 —59.15 —61.23
H —3.67 —5.43 —5.43 —3.86 —5.65 —5.69 —5.63 —4.95
CcC —7.89 —14.14 —13.88 —7.95 —14.90 —14.65 —15.03 —8.22
CH —2.38 —5.69 —5.66 —2.48 —6.00 —-5.97 —6.15 —7.04
total —115.59 —181.85 —183.05 —142.43 —206.19 —206.74 —183.15 —181.85
N —60.17 —93.43 —95.33 —74.97 —108.85 —109.71 —96.95 —85.55
H —2.01 —3.06 —3.25 —2.10 —3.11 —3.40 —3.40 —4.38
NH —2.46 —=5.79 —5.78 —2.65 —6.06 —6.01 —6.44 —6.89
total —73.86 —120.55 —123.03 —89.51 —136.96 —138.57 —127.24 —120.55
N —61.71 —91.74 —93.73 —76.12 —106.49 —107.92 —94.82 —87.39
H —2.53 —3.87 —3.83 —2.68 —3.95 —3.98 —4.03 —4.46
NN —1.08 —6.81 —7.00 —1.34 —7.37 —7.21 —-7.97 —7.78
NH —1.99 —5.22 —S5.12 —2.17 —5.40 —5.29 —5.61 —6.34
total —143.21 —228.48 —232.46 —173.71 —259.84 —262.46 —238.97 —228.47
HCO,H

H(C) —428 —6.56 —6.37 —4.52 —6.77 —6.60 —6.52 —5.12
H(0) 172 —2.49 ~236 177 —248 —243 —2.49 ~3.69

C —29.41 —43.65 —44.28 —41.00 —52.04 —52.67 —41.58 —49.64
(¢} —85.57 —117.58 —120.42 —102.95 —140.48 —142.39 —129.06 —118.69
O(H) —81.76 —115.84 —118.29 —98.66 —139.36 —140.97 —126.67 —111.07
co(1) —161 —6.64 —681 —1.64 —6.65 —6.68 —722 —6.07
co(2) —6.96 —12.45 ~12.10 —6381 —12.44 ~12.10 —~12.76 —8.43
CH —-1.96 —4.82 —4.54 —1.92 —4.83 —4.60 —4.74 —5.98
OH —1.30 —4.05 —3.99 —1.47 —4.03 —3.95 —4.35 —5.82
total —217.05 —316.77 —322.15 —263.35 —371.85 —375.38 —338.79 —316.77

“ The rightmost column lists the values obtained with the Ayala—Scuseria (ref 14) method with the 6-31G** basis set.

. CC pHH CH . . .
energies (Eia Eintra and Einr,) and the intermolecular diatomic

. . HH CH . .
correlation energies (Eien Einter and Eier) to the interaction

energies. These quantities are defined as follows

E* = E/ﬁz(dimer) - E’%Z(monomer) (21)

EAB = B0 (dimer) — 'y, (monomer) (22)
AB .

ES = Ep, (dimer) (23)

The calculations were performed according to eq 12.

As seen from Table 5, the correlation energy is essential for
correct description of the bonding in the benzene dimers. The
interaction energies of all three configurations are positive when
calculated using the Hartree—Fock method. The MP2 method
predicts the parallel-displaced configuration to be the most stable
with an interaction energy of —2.24 kcal/mol, followed by the
sandwich configuration with an interaction energy of —2.02 kcal/
mol, and the T-shaped configuration with an interaction energy
of —1.43 kcal/mol. This order is in agreement with the QCISD-
(T)/aug-cc-pVTZ interaction energy reported by Janowski
et al.,30 although our MP2/6-31++G** values are somewhat
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Table 4. Significant Diatomic Correlation Energies (in kcal/mol) between Nonbonding Atoms Calculated Using eqs 10 and 12

6-31G 6-31G** 6-31++G** 6-311 6-311G** 6-311++G™* aug-cc-pVDZ

OO(HCO,H) —1.69(—1.79) —1.33(—1.41) —1.44(—1.55) —1.79(—1.70) —1.36(—1.43) —1.45(—1.55) —1.61(—1.73)
00(C0,) —6.66(—6.34) —4.03(—4.05) —3.94(—3.99) —6.59(—6.27) —4.02(—4.05) —3.93(—3.97) —3.83(—3.90)
BB(B,H) —1.93(—2.19) —3.70(—4.15) —3.90(—4.37) —1.97(—2.28) —4.02(—4.16) —4.18(—4.68) —4.11(—4.59)
(a) (b Table 5. Interaction Energies of Three Benzene Dimers Cal-

©

Figure 3. Three benzene dimers used in this work.

underestimated due to a limited basis set size. The MP2 correla-
tion energy is found to be the highest in the parallel displaced
dimer and the lowest in the T-shaped dimer, despite the fact that
the largest overlap between the s-orbitals is present in the
sandwich dimer.

The partitioned correlation energy reveals that due to disper-
sion interaction in the dimer, the intramolecular diatomic con-
tributions are partially shifted to the monatomic contributions.
For example, in the parallel-displaced dimer, the monatomic
correlation energies increase by up to 11.4 kcal/mol per benzene
moiety, while the diatomic correlation energies within a benzene
moiety decrease by up to 6.7 kcal/mol. The net change in
correlation energy within a moiety is negative, amounting to an
average 80% of the total correlation energy contribution to the
interaction energy. The rest of the correlation energy is assigned
to the intermolecular diatomic correlation energies. The largest
values are found for the C—C interactions in the parallel
displaced and sandwich dimers and the C—H interactions in
the T-shaped dimer.

Since the physical phenomenon responsible for the negative
interaction energy of the benzene dimers is the dispersion
interaction between the electronic densities of the two benzene
moieties, we are especially interested in the distribution of the
pairwise interactions from which these intermolecular correlation

culated at the Hartree—Fock (E™F) and MP2 (EM"?) Levels of
Theory with the 6-31++G** Basis Set and the Contributions of
the Monoatomic Correlation Energies (E and EH) , the In-
tramolecular Diatomic Correlation Energies (ESS,, EEML and
mtra) , and the Intermolecular Diatomic Correlation Energies

(Emter, mter, and Emter) to the Interaction Energles

parallel displaced sandwich T-shaped
ERF 3.69 3.51 1.02
EMP? —2.24 —143 —2.02
ET —5.94 —4.95 —3.04
E¢ —9.59 —8.08 —5.55
EH —1.84 —1.58 —1.56
sum —11.44 —9.67 —7.12
Einta 444 3.69 3.10
EfHL 0.03 0.02 0.02
Efnma 2.20 177 1.69
sum 6.67 548 4.81
Eiter —0.74 —0.53 0.05
Enter —0.06 —0.03 —0.07
Egns —0.39 —0.22 —0.73
sum —1.19 —0.78 —0.74

“ Calculated with eqs 21—23. All values are in kcal/mol.

energy contributions consist. These values contain the most
important information on the nature of the intermolecular
dispersion interaction. The small values are 1n agreement with
the recent findings of Contreras-Garcia et al.* that the region of
the noncovalent dispersion interaction was found to lie between
the two monomers, where the electron density p is smaller than
0.02 au and the reduced gradient |Vp| - ? is greater than
0.7 au. As discussed in Section 4, small values of electron density
inevitably lead to relatively small intermolecular diatomic corre-
lation energy contributions.

The sum of the intermolecular correlation energy contribu-
tions is the largest in the parallel-displaced dimer, which is the
most stable dimer of the three configurations examined here.
Figure 4 illustrates the major pairwise interactions between the
three symmetrically nonequivalent carbon and hydrogen atoms.
The strongest intermolecular interactions (solid lines on Figure 4)
total to —0.06 kcal/mol and occur between carbon atoms
separated by 3.6 A . Interactions of —0.03 kcal/mol (dotted
lines on Figure 4) which occur between carbon atoms separated
by an average of 3.9 A and between carbon and hydrogen atoms
separated by an average 3.5 A . The weakest interactions shown
here are —0.02 kcal/mol and occur between carbon atoms
separated by 4.2 A . In the sandwich dimer, where one has only
one symmetrically nonequivalent carbon and hydrogen atoms,
the strongest intermolecular interactions of —0.03 kcal/mol are
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Figure 4. Main intermolecular pairwise interactions EN (eq 23) in the
parallel-displaced benzene dimer. Strongest interactions (= —0.06 kcal /mol)
are represented by solid lines, intermediate interactions (—0.03 kcal/mol)
are dotted lines, and the weakest interactions (<—0.02 kcal/mol) are shown
by dashed lines.

found between two nearest carbon—carbon atoms, which are
separated by 3.9 A . The second strongest interaction of
—0.02 kcal/mol is found between a carbon atom and its two
neighbors, separated by 4.2 A . The intermolecular interactions
between the carbon and hydrogen atoms are all smaller than
—0.01 kcal/mol, and as in the case of parallel-displaced dimer, no
significant interactions are found between the hydrogen atoms.
In the T-shaped, most of the intermolecular interaction energy
can be attributed to the six C—H interactions between the H
atom of the upper benzene monomer in Figure 2, which is closest
to the lower benzene monomer, and the six C atoms in the lower
monomer. Each of these six interactions amounts to —0.1 kcal/
mol, almost twice as strong as the strongest C—C interaction in
the parallel-displaced monomer. The strong interaction is in
accordance with the short C—H distance, which amounts to
2.8 A . The clear connection between the distance and the
intermolecular diatomic interactions is in correspondence with
the known R~ ¢ dependence of the dispersion interaction.

6. SUMMARY AND CONCLUSIONS

In conclusion, we have proposed a method for partitioning of
MP2 correlation energy using the Hirshfeld method. It can be
used either on the top of an existing Hartree—Fock energy
decomposition or on its own right. Two alternative partitioning
schemes were presented, with one of the schemes having a
better theoretical foundation but the other allowing a better
degree of parallelization. In spite of different formulations, both
schemes produce only slightly different numerical results but
show the same trends for diatomic and monatomic energies.
The correlation energy partitioning can be either performed
on its own right or done as a complement to an existing
Hartree—Fock energy partitioning, which results in a partitioning
of the total correlated energy.

The basis set dependence of the partitioning method is similar
to that of the MP2 method itself: A limited basis set was found
to undermine the energies, while including polarization func-
tions leads to a major improvement. The monatomic correla-
tion energies were found to depend strongly on the type of the
atom. For hydrogen, the monatomic correlation energy is in
line with the atomic charge. This does not hold for heavier
atoms. The diatomic energies for bonded atoms depend mostly
on the bond multiplicity and reflect the strength of the bond
between the two atoms. The diatomic contributions of non-
bonding interatomic interactions are found to be negligible in
most cases, with exception of systems where exchange interac-
tions between nonbonding atoms are present.

Finally, the method was applied for the analysis of the
interaction energies of benzene dimers. The intermolecular
interactions were found to be determined mainly by the distance
between the atoms, with C—C interactions being stronger than
C—H interactions for equal distance and H—H interactions
being always negligible.
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ABSTRACT: Cation—sm and ;t—hydrogen bond interactions are ubiquitous in protein folding, molecular recognition, and
ligand—receptor associations. As such systems are routinely studied at the DFT level, it becomes essential to understand the
underlying accuracy of the plethora of density functionals currently available for the description of these interactions. For that
purpose, we carried out theoretical calculations on two small model systems (benzene—Na ™ and benzene—H,0) that represent a
paradigm for those intermolecular interactions and systematically tested 46 density functionals against the results of high-level post-
HF methods, ranging from MP2 to extrapolated CCSD(T)/CBS. A total of 13 basis sets were also tested to examine the
convergence of the interaction energy with basis set size. The convergence was surprisingly fast, with deviations below 0.2 kcal/mol
for double-C polarized basis sets with diffuse functions. Concerning functional benchmarking, the Truhlar group functionals were
particularly well suited for the description of the 7—hydrogen bond interactions. In the case of cation—s interactions, there was not
a clear correlation between accuracy and functional sophistication. Despite the large number of functionals predicting interaction
energies within chemical accuracy (five for 7—hydrogen bond and 20 for cation—7 interactions), not a single functional has shown
chemical accuracy in both cases. Moreover, if we calculate the average error for these two interactions, only two density functionals
resulted in an average error below 1.0 kcal/mol (M06 and HCTH, with average errors of 0.6 and 0.8 kcal/mol). The obtained results

serve as a guide for future computer simulations on this kind of system.

B INTRODUCTION

Cation— and —hydrogen bond (77-Hbond) interactions
are noncovalent molecular interactions between an electron-7-
rich system and an adjacent cation or a hydrogen bond donor.

Cation— interactions between amino acids contribute sig-
nificantly to protein folding, molecular recognition, and drug-
receptor interactions." They are frequently involved in key
interactions at protein—protein interfaces, and they might parti-
cipate in molecular recognition patterns at the active sites of
enzymes or receptors rich in aromatic residues (Phe, Tyr, or
Trp). In proteins, cation—7 interactions can arise between
aromatic residues (Phe/Tyr/Trp) as the 7 component and
positively charged amino acids (Lys, Arg, His) as the cation.
Although Phe, Tyr, and Trp comprise 9% of the natural amino
acids, they are substantially overrepresented at binding sites. One
of the reasons for this is their capacity for establishing cation—s
interactions.” In fact, on average there is one cation—7t interac-
tion for every 77 amino acids in the protein data bank. As a result,
essentially all proteins of significant size have at least one
cation—t interaction. Over 25% of all Trp residues are involved
in cation—77 interactions with Lys or Arg,z’3 Arg being the most
frequent cation.*

A large number of examples of protein—ligand associations in
which these interactions take place have been described. For
instance, the cation— interaction is exploited for neurotrans-
mitter recognition throughout the nervous system, since recep-
tors are rich in aromatic amino acids and make use of cation—7
interactions to bind their ligands, such as acetylcholine, GABA
(7y-aminobutyric acid), and serotonin.”* Cation— interactions
are also responsible for the functioning and selectivity in ion
channels.’ The crystal structure of the K™ channel shows that the
mouth of the extracellular entrance is composed of the aromatic

v ACS Publications ©2011 american chemical Society

rings of four conserved tyrosines, which enable the entrance of
K" ions into the pocket.* Another example is the nucleosome
remodeling factor BPTF, whose aromatic residues surround the
Lys amino acids of histones, leaving no doubt that cation—s
interactions are important in this binding.”

These interactions are also present in DNA and RNA, as both
purine and pirimidine bases are electron-sr-rich systems com-
monly involved in the binding of cationic species (not only metal
ions but also charged amino acid side chains) and also participate
in hydrogen bonds with H-donor groups. Therefore, these
interactions provide important contributions to the overall
stability of enzyme and nucleotide molecules.

m—Hbond interactions are weaker than the conventional
hydrogen bonds but also play important roles. This type of
hydrogen bond is crucial in solvation, hydrophobic interactions,
molecular recognition, protein folding, neurotransmitter con-
formations, crystal packing, and cluster and micelle formation.®
They seem to be particularly prevalent in molecules containing
an indole or porphyrin moiety. Frequent s1-Hbond donors
include Tyr, Ser, Thr, Gln, or Asn residues.

In summary, cation—sr and 7—Hbond interactions are ubi-
quitous in biological systems, and their importance and frequent
inclusion in theoretical models led us to study how well
theoretical calculations at the DFT level describe such important
interactions.

Density Functional Theory (DFT) has become one of the
most widesépread methods for calculating a variety of molecular
properties.® ® The main reason for the popularity of DFT is the
inclusion of electron correlation without being as computationally
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Figure 1. Models used in this study. (A) Benzene—Na®, which
prototypically describes cation—7 interactions, and (B) benzene—H,0,
which prototypically describes 7—Hbond interactions. The dashed line
represents the interatomic 6-fold symmetry axis that we have explored
on the multidimentional potential energy surfaces.

demanding as other computational methods, such as post-
Hartree—Fock methods. For this reason, DFT enables one to
do calculations on molecules of over 100 atoms, which would be
very difficult with other methods of comparable accuracy.%*'°
Today, there is a great variety of density functionals with different
levels of accuracy and computational cost, and they seem to
increase day after day by the desire to improve the accuracy of the
DFT methodology."® For these reasons, it becomes very difficult
to rate DFT functionals or to assess which one is better for a
particular system or property. For readers who are interested in
using DFT on systems in which cation— and 7—Hbond
interactions play an important role, the key question is probably
which functional should be used. In the case of a lack of
information, B3LYP is usually used as a default (even though
this procedure is quite questionable). In fact, it is difficult to
recommend any DFT functional because the number is over-
whelming and each method has its own strengths and weak-
nesses. Therefore, it is useful to identify a small set of functionals
that perform well, taking into account the properties and type of
system under study, as well as the availability and computational
cost associated.”® The best way of choosing the most suitable
functional for the system under study is being aware of new
benchmarking studies.

Due to their importance, several studies have been devoted to
evaluating the ability of DFT methods to describe nonbonded
interactions.”"" ~*® These studies usually concentrate mostly on
dispersion interactions in general terms and not individually on
s—Hbonds and cation—7 interactions (with the exception of
refs 17 and 18, which concentrate on 77—Hbond interactions).
Moreover, they analyze just a small set of density functionals and
do not always address the more modern ones.

The purpose of the present article is to overcome this
problem, by investigating systematically how well the plethora
of current density functionals represent, in particular, cation—m
and r—Hbond interactions. Their correct description is essential
for any reliable computer simulation in which those interactions
play an important role. The obtained results serve as a guide for
future computer simulations on this kind of system.

B METHODS

I. Model Systems. Figure 1 illustrates the two small models,
benzene—Na' and benzene—H,O, on which we have carried
out theoretical calculations to study cation—s and 7—Hbond
interactions, respectively.

The model systems were specifically chosen to ensure that (i)
they represented well the target biological interactions, (ii) they
had a minimum number of atoms, to allow a great number of
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Figure 2. Potential energy profile along the 6-fold axis of benzene for
the benzene—water system (top) and benzene—sodium ion system
(bottom), calculated at the MP2/6-311++G(d,p)//MP2/6-311++G-
(d,p) level.

calculations and the use of computational demanding methods,
such as CCSD(T) with large basis sets, (iii) they minimize the
existence of other intermolecular interactions, which would
otherwise complicate the interpretation of the results, and (iv)
are as general as possible and not biased toward a specific system.
The benzene molecule represents the 77 system. The reason for
the choice of Na™ as the metal cation and H,O molecule as the
hydrogen bond donor group was that they represent well the
most abundant biologically relevant Hbond/charge donors (Tyr,
Ser, Thr/Arg, Lys, His, respectively), and they obey all of the
exposed requisites.

Il. Potential Energy Profile. In order to study the intermo-
lecular interactions, we have built up a potential energy profile
(PEP), by scanning different distances between the benzene
molecule and the other molecular entity (Na™ or H,0), as
shown in Figure 2 above.

These initial calculations were performed at the MP2/6-
3114++G(d,p) level and were carried out using the Gaussian
03 suite of programs.'® The scanned coordinate was the benzene
6-fold symmetry axis. The sodium ion and one of the HO bonds
of water were constrained to be along the axis. The purpose was
to give a direction to the interaction that broadly mimics the one
found in proteins. The PES above the benzene ring is very flat,
and the water Hbond donor/cation can move very freely on the
face of the ring. In biological systems, the position relative to the
ring centroid is mostly determined by the protein structure and
interactions. Thus, the minimum of this PEP is not rigorously a
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Table 1. The DFT Functionals Tested in This Work

type year functional ref.
GGA 1988 BLYP 31,32
1988 BP86 32,35
1991 PW91PWI1 36
1992 BPWI1 32,36
1996 BPBE 32,39
1996 GI96LYP 31,40
1996 PBEPBE 39
1998 HCTH 42
2001 OLYP 31, 44
2004 XLYP 31,32, 45,46
H-GGA 1993 B3P86 35,47
1993 B3PWI1 36, 47
1993 BHandH 31,32
1993 BHandHLYP 31,32
1994 B3LYP 31,47
1996 PBE1PBE 39
1997 BILYP 29, 35
1998 B97-1 42
1998 B98 52,53
2000 MPWI1K 36,49, 55
2001 B97-2 57
2001 O3LYP 31, 44, 59
2004 X3LYP 31, 32, 45, 46
2004 MPW3LYP 31, 36,49

type year functional ref.
GGE 2004 TPSSVWNS 33,34
M-GGA 1996 BB9S 32,37
1998 VSXC 38
2003 TPSSTPSS 33
2004 PBEKCIS 39,41
2004 TPSSKCIS 33,41
2006 MO06-L 9,43
HM-GGA 1996 B1B9S 32,37
2003 TPSSh 33
2004 BBIK 31,32, 48
2004 MPWBI1K 36,37, 48, 49
2004 MPW1B9S 36, 37, 48, 49
2004 MPWI1KCIS 36,41, 49, 50
2004 MPWKCISIK 36, 41, 49, 50
2004 mPWKCIS 36, 41, 49
2005 PBEIKCIS 12, 39, 41
2005 TPSS1KCIS 33,41, 51
2005 MoSs 54
2006 MO0Ss-2X 56
2006 MO06-HF 9,58
2008 Mo06-2X 9, 60
2008 M06 9,60

stationary point on the free PES but is close to the structure
commonly found in proteins where the residues’ translational
and rotational degrees of freedom are constrained by the con-
nections to the backbone and by interactions with the remaining
protein. We have also considered freely optimizing the water
molecule (in which case the results would be less general and
more specific for the model), but the results were almost
equivalent, and the difference in energy (about 0.06 kcal/mol)
was absolutely irrelevant for rating density functionals. The
specific points along the 6-fold axis were chosen to give a smooth
PEP with appropriate resolution near the minimum. MP2 was
chosen because it provides very accurate geometries for this kind
of system and because its use will not introduce any bias when
comparing the density functionals, eventually favoring the func-
tional with which the geometries were obtained, even though we
must emphasize that the energy is not very sensitive to the quality
of the geometry, provided that the geometry has good accuracy.
At last, the two monomers were independently optimized, to
provide energies at infinite separation. The different geometries
along both PEPs (benzene—Na™ and benzene—H,0O) were then
used on the following benchmarking studies.

lll. Basis Set Truncation Error. In order to examine the
convergence of the interaction energy with the completeness
of the basis set, a total of 13 different basis sets were assessed,
using the functional B3LYP. We have calculated single point
energies for all of the points of both PEPs (benzene—Na" and
benzene—H,0) and for the monomers separately. We have used
the Pople basis sets 6-31G(d), 6-31+G(d), 6-31G(d,p),
6-314+G(d,p), 6-311G(d,p), 6-3114+G(d,p), 6-311++G(d,p),
6-311++G(2d,2p), and 6-311++G(3df,3pd) and also the

correlation consistent basis sets cc-pVDZ, aug-cc-pVDZ, aug-cc-
pVTZ, and aug-cc-pVQZ. The last one was the most complete
basis set we could afford in terms of computational demand, so
this was the one considered as the reference to calculate the
errors on the interaction energies obtained with the other basis
sets. Even so, this was not a limitation to this study, because the
truncation error of the interaction energy using the aug-cc-pVQZ
basis set is very low, as we will see later in the Results section. In
principle, it could be possible to extrapolate the energies of the
systems (and hence the interaction energy) to the complete basis
set limit (CBS) using the Dunning DZ—QZ basis set series.
However, the procedure to extrapolate is not well-defined within
DFT, and the convergence is not necessarily consistent, contrary
to what happens with wave function methods. Moreover, the
results are already so close to the CBS limit that the extrapolation
is not necessary here. Counterpoise (cp) corrections for basis set
superposition error (BSSE) were included in the interaction
energy calculations, using the Gaussian 03 software.”

IV. Density Functional Benchmarking. In this study, we
were particularly interested in assessing the performance of DFT
functionals in the description of cation—z and w—Hbond
intermolecular interactions. This assessment does not represent
the global quality of the functionals, which must be measured
through the calculation of diverse sets of properties in a
representative set of molecular systems. Instead, this study just
evaluates specifically the accuracy of the calculation of cation—
and t—Hbond intermolecular interactions. For this purpose, we
tested the performance of 46 functionals (Table 1). The extra-
polated CCSD(T)/CBS energy was also obtained, with two
different extrapolation methods. For the water—benzene system,
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the MP2/CBS energy was calculated by the method of Truhlar
using the MP2/aug-cc-pVDZ and MP2/aug-cc-pVTZ results.”
Upon addition of the CCSD(T) correction (the energy differ-
ence between CCSD(T) and MP2, both with the 6-31+G(d)
basis set), we obtained the extrapolated CCSD(T)/CBS energy.
This procedure takes advantage of significant cancellation of the
basis set truncation error in the two methods. The result was very
close to other very accurate CCSD(T)/CBS extrapolations.”!
For Na'—benzene, we did not find other very high level
calculations in the literature. This prompted us to increase even
further the accuracy of our calculations. We have used a set of
extrapolation techniques to obtain the extrapolated CCSD(T)/
CBS energy. First, the extrapolated MP2/CBS energy was
estimated using three methods: the method of Truhlar and the
cc-pVXZ (X = 2—3) basis sets,”” the method of Truhlar and
Zhao and the aug-cc-pVXZ (X = 2—3) basis sets,”® and the
method of Halkier et al.** and the aug-cc-pVXZ (X = 3—4) basis
sets (which constituted the highest-level extrapolation of the
MP2 energy in this work). Note that in this last calculation the
extrapolated HF/CBS energy was obtained with the method of
Truhlar and Zhao and the aug-cc-pVXZ (X = 2—3) pair, and only
the correlation energy was extrapolated with the triple and
quadruple-C basis sets. This procedure is appropriate, as the
extrapolation error is completely dominated by the correlation
energy. Afterward, the energy was calculated at the CCSD(T)/
aug-cc-pVTZ level, and the final extrapolated energy was ob-
tained adding the CCSD(T) correction to the MP2 energy (i.e.,
the energy difference between CCSD(T) and MP2, both with
the aug-cc-pVTZ basis set).

For comparison, we have also calculated the CCSD(T)/cc-
pVXZ (X =2—3) energies and used the extrapolation technique
of Truhlar®* with these values. All extrapolation schemes resulted
in very similar interaction energies for the Na*—benzene inter-
action energy. The basis set superposition error (BSSE) was
accounted for in the extrapolation of the MP2 energy with the
method of Halkier et al. and the aug-cc-pVTZ and aug-cc-pVQZ
basis sets but not with the extrapolations used with the method of
Truhlar, because the last was parametrized without BSSE
corrections.”**

The choice of the density functionals was based on recent
benchmarking studies,'>**~* which presented an overview of
the current status of the field. Particular care was taken to ensure
a diverse and representative choice of density functionals, includ-
ing generalized gradient approximation, GGA; generalized gra-
dient exchange, GGE; meta generalized gradient approximation,
M-GGA; hybrid generalized gradient approximation, H-GGA;
and hybrid meta generalized gradient approximation, HM-GGA.

The results for each density functional were obtained using
single point energy calculations for selected points of the MP2/6-
311++G(d,p) PEPs (benzene—Na" and benzene—H,0) and
for the isolated monomers, using the 6-311++G(2d,2p) basis
set. The specific distances were 1.50 A, 1.75 A, 2.00 A, 2.125 A,
225A,2.50A,2.75A,3.00A,3.50 A, 450 A, 5.50 A, 6.50 A, 8.50
A,;10.50 A, 12.50 A and 14.50 A for water (hydrogen—benzene
centroid distances) and 2.00 A, 2.25 A, 2.3125 A, 2.375 A, 2.50 A,
2.625 A, 2.75 A, 3.00 A, 325 A, 3.50 A, 4.00 A, 5.00 A, 6.00 A,
8.00 A, 10.00 A, 12.00 A and 14.00 A for sodium ions (sodium—
benzene centroid distances). The distances were chosen in order
to obtain a smooth PEP with appropriate resolution near the
minimum. At a few points, convergence was not achieved with
some hybrid-meta functionals (which are known to be numeri-
cally unstable), but these cases did not compromise at any rate

Table 2. Electronic Interaction Energies (in kcal/mol) with
(Eine-cp) and without (E;,,) Counterpoise Correction for the
Benzene—Na " Interactiom and the Respective BSSEs Cal-
culated with Several Basis Sets”

basis set Eine Eini-cp BSSE AE e
6-31G(d) —28.16 —26.11 —2.05 2.74
6-31+G(d) —24.67 —23.58 —1.09 0.21
6-31G(d,p) —28.06 —25.97 —2.09 2.60
6-31+G(d,p) —24.34 —23.54 —0.80 0.17
6-311G(d,p) —25.75 —24.53 —-1.22 1.16
6-311+G(d,p) —24.25 —23.51 —0.74 0.14
6-311++G(d,p) —24.24 —23.51 —0.73 0.14
6-311++G(2d,2p) —24.16 —23.45 —0.71 0.08
6-3114++G(3df3pd) —23.90 —23.39 —0.51 0.02
cc-pVDZ —25.06 —23.84 —-1.22 0.47
aug-cc-pVDZ —24.08 —23.55 —0.53 0.18
aug-cc-pVIZ —23.57 —23.38 —0.19 0.01
aug-cc-pVQZ —23.45 —23.37 —0.08 0.00

“Deviations (AEy,.) between the cp-corrected interaction energies
and the larger basis set (aug-cc-pVQZ) are also shown.

the correct location of the minimum and the calculation of the
binding energy. The choice of the 6-311++G(2d,2p) basis set
was the best compromise between the completeness of the basis
set and the computational time, according to the basis set
benchmarking exposed below. We have found that this basis
set presented good results in describing these interaction en-
ergies, once the DFT truncation errors were probably below
0.1 kcal/mol in both systems (0.08 kcal/mol in the benzene—
Na' model and 0.09 kcal/mol in the benzene—H,O model),
when measured with the B3LYP functional. Moreover, this basis
set is the more adequate for the benchmarking because it will be
the larger that will be routinely used when dealing with large
biological systems (and not model systems as the ones used
here), which commonly include over 100 atoms.

The calculations with the functionals M0S, M05-2X, MO06,
MO06-2X, M06-L, M06-HF, and X3LYP were performed using
the Gaussian 09 suite of programs.®" All other calculations were
carried out using the Gaussian 03 software package."”

The influence of the grid size used was found to be very small
on the systems and properties studied here. The difference in the
interaction energy calculated with the default grid (a pruned
(75302) grid) and that with the ultrafine grid (a pruned (99 590)
grid) was always below 0.01 kcal/mol for the water—benzene
system and below 0.1 kcal/mol for sodium—benzene system.
Therefore, we have used the default grid size of both programs.

B RESULTS AND DISCUSSION

I. Basis Set Truncation Error. In this section, we analyze the
results for the convergence of the interaction energy with basis
set size. This is a quite important issue, as it directly affects the
obtained accuracy and the feasibility of the calculations. DFT is
known for its usual fast convergence with basis set size. In the
present study, the appropriate choice of the basis set is crucial in
allowing for the benchmarking of a very large number of density
functionals. Tables 2 and 3 present the deviations of the
interaction energies calculated for each basis set against aug-cc-
pVQZ, which was the most complete one.
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Table 3. Electronic Interaction Energies (in kcal/mol) with
(Eine-cp) and without (E;,,) Counterpoise Correction for the
Benzene—H,O Interaction and the Respective BSSEs Calcu-
lated with Several Basis Sets”

basis set Eine Eini-cp BSSE AEune
6-31G(d) —2.37 —1.42 —0.95 0.24
6-31+G(d) —1.88 —1.40 —0.48 0.22
6-31G(d,p) —22§ —1.34 —091 0.16
6-31+G(d,p) —1.71 —1.31 —0.40 0.13
6-311G(d,p) —2.19 —1.33 —0.86 0.15
6-311+G(d,p) —1.64 —1.30 —0.34 0.12
6-311++G(d,p) —1.63 —1.29 —0.34 0.11
6-311+-+G(2d,2p) —1.49 —127 —0.22 0.09
6-311++G(3df,3pd) —1.36 —1.17 —0.19 0.01
cc-pVDZ —2.02 —1.32 —0.70 0.14
aug-cc-pVDZ —143 —1.20 —0.23 0.02
aug-cc-pVIZ —1.26 —1.18 —0.08 0.00
aug-cc-pVQZ —1.21 —1.18 —0.03 0.00

“Deviations (AEyy,.) between the cp-corrected interaction energies
and the larger basis set (aug-cc-pVQZ) are also shown.

A more complete basis set is not affordable in terms of
computational demand. Anyway, the result will not change
significantly beyond the quadruple-C basis set. This can be seen
in Tables 2 and 3, as increasing the complexity of the basis sets
from triple-{ (aug-cc-pVTZ) to quadruple-§ (aug-cc-pVQZ)
results in a meaningless lowering of E;,.-cp by 0.01 kcal/mol
on the benzene—Na™ system and has no effect at all on the
benzene—H,O system within the accuracy considered in this
work. This also renders unnecessary the extrapolation to the CBS
limit within DFT/B3LYP, which converges much faster than
post-HF methods, for which the extrapolation is mandatory.

Considering now the remaining basis sets, one can easily isolate the
three main factors that influence their accuracy: the degree of con-
traction of the sp shell, polarization functions, and diffuse functions.

Starting with the Pople basis sets, in the benzene—Na™
system, when we move from double-{ 6-31G(d,p) to triple-C
6-311G(d,p), the AE . decreases from 2.60 to 1.16 kcal/mol.
The same happens in the benzene—H,O system, but in this case,
the values are much smaller than in the benzene—Na™ system
(from 0.16 to 0.1S kcal/mol).

Concerning the polarization functions, in the benzene—H,O
system, for example, there is a decrease in AE,,. from 0.11 to
0.09 kcal/mol, and then to 0.01 kcal/mol, when we move
consecutively from 6-3114++G(d,p) to 6-311++G(2d,2p),
and to 6-3114++4G(3df,3pd). The polarization space seems to
be saturated at this level. The same is true for the benzene—Na™*
system, when AE,,,,. decreases from 0.14 to 0.08 kcal/mol, and
then to 0.02 kcal/mol with the same basis sets. The increase
beyond the first set of polarization functions gives surprisingly
small contributions to Ej,.

We can also see that the influence of diffuse functions on heavy
atoms is significant and much larger than in hydrogen atoms, as
there is a decrease in AEyy,. from 6-311G(d,p) to 6-311+
G(d,p) of about 1 kcal/mol, in the benzene—Na™ system, but
when we add diffuse functions to hydrogen atoms (6-311+-+
G(d,p), the AEyn. remains constant. In the benzene—H,O case,
we can see almost the same, but with smaller values, as has been
previously said.

Table 4. Electronic Interaction Energies (E;,), Including
Counterpoise Corrections, and Their Deviation from the
Reference Value (AE,,) in the Benzene—Na " System”

rank functional
1 mPWKCIS
2 B3PWI1

3 BB9S

4 BLYP

S Mo6

6 HCTH

7 O3LYP

8 OLYP

9 B97-2

10 MPWI1KCIS
11 B3P86

12 BP86

13 TPSSKCIS
14 B3LYP

15 TPSSTPSS
16 BPBE

17 BPWI1

18 BILYP

19 PBEKCIS
20 TPSS1KCIS
21 MO6-L

22 TPSSh

23 TPSSVWNS
24 MPWKCISIK
25 B98

26 PBE1KCIS
27 B1B9S

28 PBEPBE

29 B97-1

30 MPWI1K

31 MPW3LYP
32 X3LYP

33 PW91PW91
34 PBE1PBE
35 BHandHLYP
36 BBIK

37 G96LYP

38 MPW1B9S
39 MOS

40 MPWBIK
41 Mo06-2X

42 Mo05-2X

43 BHandH

44 VSXC

45 MO06-HF

46 XLYP

post-HF methods

MP2/cc-pVDZ
MP2/cc-pVTZ
MP2/CBS"
MP2/aug-cc-pVDZ
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type

M-GGA
H-GGA
M-GGA
GGA
HM-GGA
GGA
H-GGA
GGA
H-GGA
HM-GGA
H-GGA
GGA
M-GGA
H-GGA
M-GGA
GGA
GGA
H-GGA
M-GGA
HM-GGA
M-GGA
HM-GGA
GGE
HM-GGA
H-GGA
HM-GGA
HM-GGA
GGA
H-GGA
H-GGA
H-GGA
H-GGA
M-GGA
H-GGA
H-GGA
HM-GGA
GGA
HM-GGA
HM-GGA
HM-GGA
HM-GGA
HM-GGA
H-GGA
M-GGA
HM-GGA
GGA

dx.doi.org/10.1021/ct2001667 |J. Chem.

9%HF Einc
0 -226
20 —22.8
0 —226
0 —22.5
27 —229
0 —229
12 —229
0 —22.4
21 —23.0
15 —23.1
20 —23.1
0 —22.0
0 —234
20 —234
0 —236
0 —218
0 —217
25 —-236
0 —237
13 —237
0 216
10 —238
0 215
41 —239
22 —24.0
22 —24.1
25 —242
0 —243
21 —244
43 —24.5
22 245
218 —247
0 —247
25 —24.8
50 —2438
42 —249
0 —199
31 —25.5
28 258
44 —26.0
54 —266
56 —272
50 —298
0 —30.9
100 317
0 331

E

—21.79

—22.48

—23.39

2191

| AEintl

0.1
0.1
0.1
0.2
0.2
0.2
0.3
0.3
0.3
0.4
04
0.6
0.7
0.8
0.9
0.9
0.9
1.0
1.0
1.0
1.1
1.1
1.1
12
1.3
14
15
1.6
1.7
1.8
1.8
2.0
2.0
2.1
2.1
22
2.8
2.9
32
3.3
4.0
4.5
7.1
8.2
9.1
10.4

int
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Table 4. Continued

post-HF methods Eine
MP2/aug-cc-pVTZ —22.46
MP2/aug-cc-pVQZ —22.66
MP2/CBS* —23.18
MP2/CBS? —22.74
CCSD(T)/cc-pVDZ —21.20
CCSD(T)/ce-pVTZ —22.34
CCSD(T)/CBS* —23.53
CCSD(T)/aug-cc-pVDZ —21.70
CCSD(T)/aug-cc-pVIZ —22.40
ccsD(T)/CBS —23.11
CCSD(T)/CBS* —22.67
exptl” —20.70 4 1.03

¢ All interaction energies in the table include counterpoise corrections,
even though the extrapolations based on the Truhlar method were done
without counterpoise corrections. ” Extrapolated from MP2/cc-pVDZ and
MP2/cc-pVTZ with the method of Truhlar.* ¢ Extrapolated from MP2/
aug-cc-pVDZ and MP2/aug-cc-pVIZ with the method of Truhlar
etal 20224 Extrapolated from MP2/aug-cc-pVTZ and MP2/aug-cc-pVQZ
with the method of Halkier et al.>® ®Extrapolated from CCSD(T)/cc-
pVDZ and CCSD(T)/cc-pVTZ with the method of Truhlar.”*/ Obtained
adding to extrapolation 2 the CCSD(T) correction (the difference
between the CCSD(T) and MP2 energies) calculated with the aug-cc-
pVTZ basis set. 4 Obtained adding to extrapolation 3 the CCSD(T)
correction (the difference between the CCSD(T) and MP2 energies)
calculated with the aug-cc-pVTZ basis set. This was the most accurate
calculation and was taken as a reference to rank the functionals. " Experi-
mental value.®? (Note that the ZPE energy was calculated at the MP2/6-
3114++G(d,p) level and subtracted from the experimental value.)

Moving on to the correlation consistent basis sets, one can say
that the results are generally better than those with the Pople
basis sets, as was expected. Regarding the diffuse functions, they
decrease the AEgy,,. by about 0.3 kcal/mol for the
benzene—Na™ system and about 0.1 kcal/mol for the benze-
ne—H,O system, when we move from the cc-pVDZ to aug-cc-
pVDZ basis sets. With respect to § level and polarization
functions, we need to conjecture two in one, because they are
inseparably within these basis sets. When we move from double-
¢ (aug-cc-pVDZ) to triple-G (aug-cc-pVTZ), the AE . de-
creases considerably in benzene—Na™ (approximately 0.2 kcal/
mol), but the value stabilizes here, and there is no change from
that point on (ie., on moving to aug—cc—pVQZ) , because we are
close to the convergence limit for this property. However, in the
benzene—H,O system, the increase of § level and polarization
functions does not influence AE,,,,. beyond the double-C basis.
In fact, the addition of diffuse functions for the double-{ basis set
(aug-cc-pVDZ) has been enough to reduce the AE, to almost
zero, giving no way to improve it.

We opted to choose the 6-3114++G(2d,2p) basis set for the
functional benchmarking that follows, due to the good compro-
mise between the complexity of the basis set and the computa-
tional demand. The truncation errors associated with the use of
this basis set are below 0.1 kcal/mol in both systems (0.08 kcal/
mol in the benzene—Na' model and 0.09 kcal/mol in the
benzene—H,O model).

It is also interesting to assess the influence of counterpoise
corrections (cp) for the basis set superposition error (BSSE) in
the interaction energies of both systems. The values are pre-
sented in Tables 2 and 3. The influence of the cp correction is
significantly greater for the less complete basis sets, where the

Table S. Electronic Interaction Energies (E;,.), Including
Counterpoise Corrections, and Their Deviation from the
Reference Value (AE;,) for the Benzene—H,0 System”
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rank funcional
1 MO06-2X

2 MO0S-2X

3 MO06-HE

4 MOoS

N BHandH

6 Mo6

7 MPWBIK

8 Mo06-L

9 MPW1B9S
10 PW91PWI1
11 B97-1

12 HCTH

13 PBE1PBE
14 PBE1KCIS
15 PBEPBE

16 B98

17 PBEKCIS
18 MPW3LYP
19 BBI1K

20 BHandHLYP
21 MPW1K

22 X3LYP

23 MPWKCIS1K
24 TPSS1KCIS
25 B1B9S

26 TPSSKCIS
27 TPSSh

28 MPW1KCIS
29 TPSSTPSS
30 B97-2

31 B3P86

32 mPWKCIS
33 B3LYP

34 BILYP

35 TPSSVWNS
36 BB9S

37 O3LYP

38 B3PWI1

39 OLYP

40 BP86

41 BLYP

42 BPW91

43 BPBE

44 G96LYP

45 XLYP

46 VSXC
MP2/aug-cc-pVDZ
MP2/aug-cc-pVIZ
MP2/CBS"

MP2/6-31+G(d)
CCSD(T)/6-314+G(d)
A(CCSD(T)-MP2)

type

HM-GGA
HM-GGA
HM-GGA
HM-GGA
H-GGA
HM-GGA
HM-GGA
M-GGA
HM-GGA
M-GGA
H-GGA
GGA
H-GGA
HM-GGA
GGA
H-GGA
M-GGA
H-GGA
HM-GGA
H-GGA
H-GGA
H-GGA
HM-GGA
HM-GGA
HM-GGA
M-GGA
HM-GGA
HM-GGA
M-GGA
H-GGA
H-GGA
M-GGA
H-GGA
H-GGA
GGE
M-GGA
H-GGA
H-GGA
GGA
GGA
GGA
GGA
GGA
GGA
GGA
M-GGA

%HF

54
56
100

25

22
42
NU
43

21.8

41
13
25

0
10
15

0
21

Eint

—3.40
—3.33
—3.65
—2.58
—4.37
—2.36
—2.33
—2.23
—-221
—2.12
—2.10
—2.09
—1.95
—1.92
—1.92
—1.90
—1.87
—1.82
—1.80
—1.66
—1.64
—1.63
—1.61
—1.54
—1.53
—1.50
—1.46
—1.40
—1.39
—1.36
—1.31
—1.28
—1.27
—1L.19
—1.12
—1.00
—0.98
—0.95
—0.88
—0.82
—-0.76
—0.59
—0.58
—0.16
=7.77
—8.12

—4.52
—3.88
—-3.72
—2.16
—2.21
—0.05

| AEintl

0.04
0.11
0.21
0.86
0.93
1.08
1.11
121
123
132
1.34
1.35
1.49
1.52
1.52
1.54
1.57
1.62
1.64
1.78
1.80
1.81
1.83
1.90
191
1.94
1.98
2.04
2.05
2.08
213
2.16
2.17
2.25
2.32
2.44
2.46
2.49
2.56
2.62
2.68
2.85
2.86
3.28
4.33
4.68

dx.doi.org/10.1021/ct2001667 |J. Chem. Theory Comput. 2011, 7, 2069-2067



Journal of Chemical Theory and Computation

Table S. Continued

MP2/aug-cc-pVDZ —4.52
MP2/aug-cc-pVTZ —3.88
MP2/CBS" —3.72
MP2/6-31+G(d) —2.16
CCSD(T)/6-314+G(d) —221
A(CCSD(T)-MP2) —0.05
CCSD(T)/CBS* —3.77
exptl? —3.44 £ 0.09

¢ All interaction energies in the table include counterpoise corrections,
even though the extrapolations based on the Truhlar method were
done without counterpoise corrections. * Extrapolated from MP2/ aug-
cc-pVDZ and MP2/aug-cc-pVTZ with the method of Truhlar et al.>***
‘Obtained adding to extrapolation 1 the CCSD(T) correction
(the difference between the CCSD(T) and MP2 energies) calculated
with the 6-31+G(d) basis set. ¢ Experimental value (see ref 18 and
references therein).

BSSE reaches —2.05 kcal/mol for the benzene—Na™ complex
and —0.95 kcal/mol for the benzene—H,O0, and it is very small
for the most complete ones, where the BSSE tends to vanish on
both systems. This reflects the inherently better description of
the latter monomers, needing the basis sets of the interacting
partner less for the description of their own electronic density.
Therefore, it is strongly advisible to use counterpoise corrections
when using less complete basis sets in systems with these types of
interactions.

Il. Benchmarking of Density Functionals. In this section, we
assess the performance of the 46 DFT functionals (Table 1) used
to study the description of cation—s and r—Hbond interac-
tions. Tables 4 and S include the electronic interaction energies
for both systems, the high-level extrapolated MP2/CBS and
CCSD(T)/CBS interaction energies, and the experimental va-
lues. These last were available for both systems studied here:
—3.44 £ 0.09 kcal/mol for benzene—water (see ref 18 and
references therein) and —20.70 £ 1.03 kcal/mol for the
Na " —benzene system.®* For the Na ™ —benzene system, we have
calculated the ZPE energy at the MP2/6-311++G(d,p) level
and subtracted it from the experimental value to get the electro-
nic binding energy. A similar g)rocedure was done by others for
the benzene—water system.'® The difference between the ex-
perimental and the extrapolated CCSD(T)/CBS interaction
energies was 0.33 and 1.97 kcal/mol for the benzene—water
and the Na* —benzene systems, respectively.

We have taken the experimental value for the water—benzene
system as the reference value for this system, as the accuracy of
this value is better than the one we can achieve with the present
protocol. In the case of benzene—Na™, we have preferred to use
the CCSD(T) value as the reference for this study. The experi-
mental value is not very accurate (error bar above 1 kcal/mol)
and is shadowed by controversy, with measurements differing by
over 7 kcal/mol in recent years.*”*> We have calculated the
whole PEPs for each of the 46 functionals. Globally, the results
show a tendency of DFT functionals to overestimate the inter-
action energies.

In Table 4, we have ranked the functionals according to their
absolute difference from the CCSD(T)/CBS value (in the
bottom of the table) for the benzene—Na™ system.

The post-HF methods give very satisfactory results and are
very close to the experimental value (—20.70 kcal/mol). The
difference between the extrapolation with the Truhlar method

and the aug-cc-pVXZ (X = 2—3) basis sets and the Helgaker
method and the aug-cc-pVXZ (X = 3—4) basis sets is small
(0.4 kcal/mol). The difference between the CCSD(T) and MP2
energies with the aug-cc-pVTZ is only 0.07 kcal/mol. The
difference in the extrapolated values using the Truhlar method
with and without diffuse functions is only 0.2 kcal/mol at the
MP2 level and 0.4 kcal/mol at the CCSD(T) level, suggesting
that the extrapolation without diffuse functions can be seen as a
viable alternative for larger systems, at least at the MP2 level.

In general, the DFT results are very good (perhaps excellent),
as 20 of the 46 functionals calculate this interaction within
chemical accuracy and 33 out of 46 within 2 kcal/mol. This
result is particularly positive if we consider the magnitude of the
interaction that is being calculated. There is no clear correlation
between the amount of HF exchange and the binding energy,
contrary to what happens with other properties, like activation
energies (e.g., see ref 9), even though there is a tendency for
functionals with large fractions of HF exchange to give poorer
results (e.g,, compare the results of M06-L and M06 with the
ones of M06-2X and M06-HF). This may be due to the presence
of a metal in the system, as it is well documented that large
fractions of HF exchange are detrimental for the description of
metals (in particular for transition metals). There is no correla-
tion between functional families and accuracy, even though the
hybrid meta functionals give slightly poorer average results. On
average, HM functionals give the largest binding energies and
GGA functionals give smaller. We also noted that all functionals
overestimated the interaction energy.

mPWKCIS, B3PW91, BB9S, BLYP, M06, and HCTH results
are the most accurate. The very popular B3LYP successfully
calculates this interaction within chemical accuracy (error of 0.8
kcal/mol).

Moving on to 7—Hbond interactions, we have also ranked the
functionals according to their |AE;,| values (Table 5). We have
used the experimental value for the ranking even though the
geometry of the computational complex (with an HO bond
along the 6-fold axis) is not fully coincident with the absolute
minimum (but is relevant in terms of the typical orientation
found in biological systems, where the strain of the protein
backbone overcomes the very shallow minimum in this flat
region of the PES). Comparing the results obtained at the
extrapolated MP2/CBS level with the system fully relaxed
(—3.66 kcal/mol*°) and our results at the same level, with the
HO bond along the 6-fold symmetry axis (—3.72 kcal/mol), we
can see that the difference coming from the different geometries
is irrelevant.

The two experimental interaction energies reported (using the
ZPE corrections of Feller®* to obtain D, from the experimental
Dy) are slightly less negative than the extrapolated CCSD(T)/
CBS results (with values of —3.24 4 0.28'® and —3.44 £ 0.09"%).
We have adopted the second because it is the more precise one.

Here, we can find out that the HM-GGA functionals give the
best results in describing 7—Hbond interactions, in particular
the ones from the Truhlar group, mostly with high fractions of
HF exchange. A similar result was found in an earlier study on the
same system but included a much smaller number of density
functionals.'® The most accurate functionals are M06-2X, M0S-
2X, M06-HF, and MOS. Five density functionals have calculated
this 7—Hbond interaction within chemical accuracy, all with
high fractions of HF exchange. This observation may reinforce
the hypotheses that the failure of the functionals with high
fractions of HF exchange in the description of the Na” —benzene
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interaction should not be due to an incapacity to account
accurately for the interaction itself but instead to a less accurate
description of one of the binding partners (Na™). Twenty-seven
density functionals resulted in deviations below 2 kcal/mol. The
very popular B3LYP functional ranks 33rd, with a AE;; of 2.17
kcal/mol. The failure in accounting for dispersive interactions
may be one of the reasons for this. Even though the main source
for attraction is electrostatic (in the sense of a polarized average
electronic density), dispersion forces also contribute to binding,
and these are partially unaccounted for by B3LYP. Note that
these interactions at equilibrium distances occur in a medium-
overlapping density regime, in which the density functional can
still account (at least in part) for dispersion, contrary to what
happens in longer-range interactions, where the density over-
lap is much less existent or essentially absent. The results are
also in line with other benchmark studies, which show that the
HM-GGA functionals with large fractions of HF exchange
perform well in the calculation of polar noncovalent
interactions.

Bl CONCLUDING REMARKS

We have performed a basis set benchmarking study, using a
total of 13 different basis sets, where we also tested the
importance of counterpoise corrections for BSSE. The conver-
gence of the DFT (B3LYP) interaction energy with basis set size
was surprisingly fast, with truncation errors (relative to aug-cc-
pVQZ) below 0.22 kcal/mol for double- basis sets with (at
least) polarization and diffuse functions on heavy atoms. Even
smaller truncation errors were found for larger basis sets, as
expected. The 6-3114++G(2d,2p) basis set represented the best
compromise between accuracy and computational time. The
basis set superposition error was particularly large for less
complete basis sets (up to 2 kcal/mol in the smaller basis sets)
and steadily decreased as the basis set increased, which probably
reflects the inherently better description of the latter monomers,
needing the basis sets of the interacting partner less for the
description of their own electronic density.

Cation—s and r—Hbond interactions occur at short/med-
ium range, between a highly polarizable center and a strong
dipole/charge, in a region where there is still significant density
overlap between the interacting molecules, far from the overlap-
free region where dispersion interactions are inherently unac-
counted for by DFT. The description of the interactions in this
region poses a challenge for DFT), as the density functionals must
have a good balance between dispersion, repulsion, and dipolar/
electrostatic attraction. In general, the density functionals gave
very satisfactory results, with a significant number of predictions
within chemical accuracy. In the case of 7—Hbond interactions,
these mostly belong to the hybrid-meta family and have large
fractions of Hartree—Fock exchange. The functionals of the
Truhlar group were particularly well suited for this purpose.
Beyond their adequacy for the description of intermolecular
interactions, they present other advantages such as their good
performance in thermochemistry and barrier heights,”*® which
makes them a very good choice for other studies on biological
systems (e.g., chemical/enzymatic reactivity), where many fac-
tors must be consistently addressed to have an accurate result.

In the case of cation—T interactions, there was not a clear
correlation between accuracy and functional sophistication (in
terms of its dependence on the density gradients) or percentage
of HF exchange. One of the most interesting observations is that

despite the large number of functionals predicting interaction
energies within chemical accuracy (five for 7—Hbond and 20 for
cation—7 interactions), not a single functional has shown
chemical accuracy in both. Moreover, if we calculate the average
error for these two interactions, only two density functionals
resulted in an average error below 1.0 kcal/mol (MO06 and
HCTH, with average errors of 0.6 and 0.8 kcal/mol). This
epitomizes the limitations that density functionals still present
nowadays in terms of the generality of their performance and
emphasizes the necessity of a careful choice of the density
functional (based on benchmarking studies) before embarking
on long and complex electronic structure calculations.
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ABSTRACT: This work presents a thorough quantum chemical study of the terthiophene—tetracyanoquinodimethane complex as
amodel for 77—t donor—acceptor systems. Dispersion-corrected hybrid (B3LYP-D) and double hybrid (B2PLYP-D), hybrid meta
(M06-2X and M06-HF), and recently proposed long-range corrected (LC-wPBE, CAM-B3LYP, and wB97X-D) functionals have
been chosen to deal with 77— intermolecular interactions and charge-transfer excitations in a balanced way. These properties are
exhaustively compared to those computed with high-level ab initio SCS-MP2 and CASPT2 methods. The wB97X-D functional
exhibits the best performance. It provides reliable intermolecular distances and interaction energies and predicts a small charge
transfer from the donor to the acceptor in the ground state. In addition, wB97X-D is also able to yield an accurate description of the
charge-transfer excitations in comparison to benchmark CASPT?2 calculations.

B INTRODUCTION

Donor—acceptor (D—A) molecular complexes, formed by
7T-conjugated materials, have recently attracted a large interest in
the field of organic solar cells since these complexes can undergo
very efficient photoinduced charge transfer (CT)."* In addition
to the charge generation process, optimum charge transport
through donor and acceptor layers is essential to achieve high
performances in solar energy conversion.” In this respect, donor
and acceptor materials with fine-tuned semiconducting proper-
ties are also needed. Oligothiophenes (nTs) constitute one of the
most widely studied classes of semiconducting materials acting
as electron-donor compounds. They show suitable electronic
and solid-state properties that result into high charge carriers
mobilities.* ~” On the other hand, 7,7,8,8-tetracyano-p-quinodi-
methane (TCNQ), acting as a strong electron-acceptor, has
attracted special attention in the field of molecular materials since
the discovery of the first true organic metal, namely, the CT
complex formed by this molecule and tetrathiafulvalene.®”
Although both nTs and TCNQ_ derivatives have been well
studied individually, D—A complexes formed by these systems
have received much less attention.'*""

Recently, Panda et al. investigated a series of donor -
conjugated oligomers mixed with electron acceptors in chloro-
form by means of UV—vis absorption spectroscopy and cyclic
voltammetry.'> Compelling spectroscopic evidence for the for-
mation of ”"Ts—TCNQ D—A complexes in solution was pro-
vided. More specifically, new absorption bands were identified
for mixtures of nT's and TCNQ_in chloroform whose intensities
showed a marked dependence on the concentration of the donor
and the acceptor and did not match those reported for [nTs] "
and [TCNQ] ™. These new bands were described as electronic
transitions from the ground state (no charge separation) to the

v ACS Publications ©2011 American chemical Society

charge-separated excited state of the n"Ts—TCNQ complexes.
Although the complexes were experimentally detected, funda-
mental information about the geometry of the supramolecular
dimer, the charge distribution in the electronic ground state, and
the nature of the CT excitations is scarce. This information can
be conveniently assessed from state-of-the-art quantum chemical
calculations that are able to simultaneously describe van der
Waals (dispersion) interactions and CT excitations in a
balanced way.

Theoretically, the accurate treatment of both van der Waals
interactions and CT excitations is a difficult and challenging task
for most quantum chemical methods and is thus the subject of
intense ongoing research. Dispersion interactions purely arise
from electron correlation effects'® and thus need highly corre-
lated wave function methods to treat them adequately. Coupled-
cluster theory with singles, doubles, and perturbatively con-
nected triple excitations [CCSD(T)], in conjunction with large
basis sets, can accurately describe these effects."”'> Unfortu-
nately, CCSD(T) calculations are computationally very demand-
ing and therefore unfeasible for systems such as D—A complexes
of medium-size. On the other hand, second-order Moller—
Plesset perturbation theory (MP2)"® has a lower computational
cost (N° vs N7, where N is related to the size of the system) and
can be accordingly seen as a suitable method to partly account for
dispersive interactions in large systems. However, the MP2
method tends to %enerally overestimate binding energies for
-stacked systems.””~'? Hence, an alternative to MP2 recently
appeared, denoted as spin-component scaled MP2 (SCS-MP2),
which significantly improves the MP2 results, namely, the

Received: ~ March 24, 2011
Published: June 06, 2011

2068 dx.doi.org/10.1021/ct200203k | J. Chem. Theory Comput. 2011, 7, 2068-2077



Journal of Chemical Theory and Computation

overestimation of the binding energies in 7t-stacks.””*' There-
fore, the SCS-MP2 method can be considered as a reliable
quantum chemical wave function method to treat noncovalent
interactions in large 77-systems where the cost of CCSD(T) is
prohibitive.

We now turn our attention to Kohn—Sham (KS) density
functional theory (DFT), which is by far the most widely used
method for electronic structure calculations in condensed matter
physics and quantum chemistry. It seems that a general drawback
of all the common functionals is their inability to describe
long-range electron correlations responsible for noncovalent
interactions.”> ** The long-range correlation effects can be
captured by nonempirical approaches speciallgf devised to
account for dispersion interactions explicitly.”> ' Another
approach is to combine symmetry-adapted intermolecular per-
turbation theory (SAPT) with a DFT representation of the
monomers.>” Since this representation of dispersion interactions
is nonempirical in nature, the computational cost still represents
a serious bottleneck. In recent years, there has been considerable
interest in a less costly yet qualitatively correct DFT-based
description of noncovalent interactions, leading to several dis-
persion-corrected methods.*>*' Among them, the new series of
MO6-class functionals developed by Truhlar and co-workers****
has extensively been parametrized to take dispersive effects into
account. The simplest approach, normally designated as DFT-D,
introduces dispersion interactions using an empirical potential of
the form C4R °3>"*' The dispersion energy is calculated
separately from DFT calculations and simply added to the
converged DFT energy. DFT-D has been applied to calculate
the intermolecular interactions energies for large benchmark sets
of noncovalent molecules with very satisfactory results.*>~**
Therefore, this approach can be an excellent alternative to deal
with large systems such as those tackled here.

Another well-known shortcoming of DFT methodologies is
the poor description of CT excitations for local and hybrid
functionals traditionally used within the time-dependent DFT
(TD-DFT) approach.*® This shortcoming can be overcome
using multiconfigurational ab initio methodologies, such as the
complete active space method combined with a second-order
perturbation approach (CASSCF/CASPT2). The CASSCF/
CASPT?2 method is the most appropriate for the study of CT
excitations where TD-DFT fails totally.** However, the applica-
tion of the CASSCF/CASPT?2 protocol to large systems requires
enormous computational resources. A recent promising alter-
native within the TD-DFT framework, which improves the
accuracy of both Rydberg and CT excitations while maintaining
good quality local excitations, is the long-range corrected
approach (LC).*” This approach consists in the splitting of the
1/r1, two-particle operator into short- and long-range exchange
components, with the help of the standard error function (erf):

1 1= erf(wryy) N erf(wry,) (1)

12 T2 12

where ry, is the interelectronic distance and w is a parameter
defining the range separation. Short-range exchange is treated
mainly using a local or hybrid functional, whereas long-range
exchange is usually treated using exact orbital exchange. Within
this LC scheme, several functionals, such as LC-wPBE,**
Coulomb-attenuated CAM-B3LYP,*”*° and the wB97°' >3
family have been recently proposed to improve CT excitation
predictions. Double hybrid functionals, like B2PLYP, have also

Figure 1. Terthiophene—tetracyanoquinodimethane complex in the
cofacial geometry. The two molecular planes are parallel to one another.

shown very good performance in benchmark calculations for vertical
excitation energies of a wide variety of organic molecules.*>’
Furthermore, the combination of B2PLYP with the dispersion
approach (B2PLYP-D) has been repeatedly tested to yield accurate
noncovalent interactions.*>*#¢ Hence, this functional can also be
seen as a robust and reliable alternative method.

Here we perform a thorough quantum chemical study of the
terthiophene—tetracyanoquinodimethane (3T—TCNQ) com-
plex (Figure 1) focusing mainly on: (i) the performance of
several density functionals to account for the energetics of T—7
interactions between 3T and TCNQ, (ii) the charge distribution
provided by the different functionals for the 3T —TCNQ ground-
state, (iii) the identification and the characterization of the most
stable structures, and (iv) the description of the nature and the
energy of the CT excitations. In a broader perspective, our aim is
thus to identify a suitable methodology that can both properly
account for 77— interactions and predict reliable CT excitation
energies, which can be mostly useful to investigate larger 71—
D—A complexes.

B THEORETICAL AND COMPUTATIONAL DETAILS

Calculations were performed with the Gaussian 09°” and
ORCA®® program packages. Calculations make use of the cc-
pVDZ and cc-pVTZ basis sets.”” The former was chosen as a
compromise between accuracy and applicability to large mole-
cules. The isolated molecules, 3T and TCNQ, were first
optimized using the Becke’s three-parameter B3LYP exchange
functional®®®" and the cc-pVDZ basis set. Potential energy
curves were constructed by plotting the intermolecular interac-
tion energy between 3T and TCNQ monomers, in a purely
cofacial geometry, and by varying the intermolecular distance
between the molecular centers along the z axis (see Figure 1).
The intermolecular interaction energy (AE) calculated by the
different methods was computed as follows:

AE = Esr_tcng — Ear — Ereng (2)

where E3r_rcng denotes the energy of the complex and Ezr and
Ercnq correspond to the energy of the monomers. The SCS-
MP2 method in conjunction with the cc-pVTZ basis set will be
used as reference for this part of the study due to its close
agreement with CCSD(T) results.”’ Note that the correlation
energy at second order is scaled according to the following
equation:

E®"(SCS — MP2) = psEy + prE(11 14 (2)

where E 4y and Ey, are the second-order contributions from
double excitations of electron pairs with parallel- and antiparallel-
spin, respectively, with pg = 6/5 and pr = 1/3 being the default
scaling parameters.”’
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Figure 2. Potential energy curves for the cofacial 3T —TCNQ _complex computed at various DFT/cc-pVDZ levels. The SCS-MP2/cc-pVTZ curve is

shown as a reference. Intermolecular interaction energies (AE) are counterpoise uncorrected.

The interaction energy was then calculated at the B3LYP-
(-D),*%** BHHLYP,**! B2PLYP(-D),** M06-2X,** M06-HF,**
and wB97X-D*” levels in combination with the cc-pVDZ and cc-
pVTZ basis sets. The -D term denotes the approach originally
developed by Grimme to calculate the dispersion energy (Ep)
between two weakly overlapping systems, which is calculated
separately (in a post-self consistent field fashion) by resorting to a
van der Waals-type function explicitly depending on the well-
known Ry decay of such interactions:

Ep = —ss §fd<RAB>§%AB 3)

where f3(Rag) is a damping function of the interatomic distance
(R), C2%is the dispersion coeflicient for the atomic pair AB, and
s is a scaling factor that only depends on the functional used. The
parameters implemented for B3LYP-D and B2PLYP-D in ORCA
and for wB97X-D in Gaussian 09 were used as defaults.

Basis set superposition errors (BSSEs) for the interaction
energies in the 3T—TCNQcomglex were computed by applying
the counterpoise (CP) method.®*

The resolution of the identity (RI) technique®>® was em-
ployed for SCS-MP2 and B2PLYP calculations. The error
introduced by the RI treatment is completely negligible com-
pared to other effects. The terms SCS-MP2 and B2PLYP will be
used instead of RI-SCS-MP2 and RI-B2PLYP, respectively.

The vertical CT excitation energies were first computed by
means of the CASPT2 approach.””” * In this method, the first-
order wave function and the second-order energy are calculated
using the CASSCF wave function as reference. The CASSCF/
CASPT2 protocol has been shown to be remarkably accurate for
CT excitation energies of organic molecules which are not well
described by TD-DFT methodologies.46 Therefore, CASSCF/
CASPT?2 excitation energies will be used as a reference. The
active space is constituted by 477 and 47* valence molecular
orbitals (8 MOs) and 8 electrons. A systematic study using an
increasing active space composed of n7t/nsr* (n = 1—6) MOs and
their corresponding housed electrons was in fact performed, and
the convergence of the excitation energies was already achieved

at the 4s/47t* level. The CASSCF state-interaction (CASSI)
method was employed to compute the oscillator strength with
the CASPT?2 excitation (=_ne1'gies.70’71 CASSCFE/CASPT?2 calcu-
lations were carried out with the MOLCAS 7.2 package.””

CT excitation energies were then calculated using standard
TD-DFT methodology and the B3LYP, BHHLYP, B2PLYP,
MO06-2X, and MO06-HF functionals. CT excitations were also
evaluated using LC functionals as Coulomb-attenuaded CAM-
B3LYP,” LC-wPBE,* and wB97X-D. The excitation energies
for B2PLYP were computed according to the Neese and Grimme
procedure.>* In this procedure and in complete analogy to the
ground-state treatment, a scaled second-order perturbation
correction to configuration interaction with singles (CIS(D))
wave functions developed some years ago by Head-Gordon
et al.”® is computed on the basis of density functional data and
added to the TD-DFT excitation energies as follows:

Weorr = WTD—B2PLYP T acA(D) (4)

where @, is the corrected excitation energy, Wrp_papryp is the
TD-B2PLYP excitation energy computed in a standard way and
A(p) is the second-order perturbation term. The a. parameter is
equal to that used for the ground state. BAPLYP calculations were
done using ORCA, whereas the rest of TD-DFT calculations
used Gaussian 09. Vertical CT excitation energies were com-
puted using the cc-pVDZ basis set.

B RESULTS AND DISCUSSION

Intermolecular Interaction Energies. As previously dis-
cussed, the description of the ground-state potential energy
curves of the 3T —TCNQ complex requires accurate quantum
chemical calculations fully accounting for 7—7 stacking interac-
tions. Figure 2 displays the potential energy curves calculated for
the cofacial 3T—TCNQ_ complex at the SCS-MP2/cc-pVTZ
level (taken here as a reference) and at the DFT level using
different functionals in combination with the cc-pVDZ basis set.
The potential energy curves in Figure 2 are computed without
taking into account the BSSE correction. The importance of the
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Figure 3. Potential energy curves for the cofacial 3T—TCNQ complex computed at various DFT levels with the cc-pVTZ basis set. The SCS-MP2/
cc-pVTZ curve is shown as a reference. All intermolecular interaction energies (AE) are corrected for BSSEs by the counterpoise technique.

BSSE correction and of the size of the basis set employed with
DFT calculations is later analyzed. SCS-MP2 calculations predict
a minimum of —15.97 kcal mol ™" at a separation of 3.44 A
between the molecular planes. Note that SCS-MP2 calculations
provide a significant improvement with resg)ect to MP2, as
reported before for related D—A complexes.”

The potential energy curves provided by DFT methods can be
interpreted according to the nature of the functional employed
(Figure 2). As expected, the hybrid B3LYP and BHHLYP
functionals predict too shallow potential energy curves with
energy minima of —1.23 and —2.41 kcal mol ™', respectively,
and thus dramatically underestimate the interaction energies
compared to SCS-MP2/cc-pVTZ results. The optimum inter-
molecular distances (B3LYP: 4.15 A, BHHLYP: 3.94 A) are
strongly overestimated in comparison with that obtained at the
SCS-MP2 level (3.44 A) and with those commonly found for
related 77— complexes (3.4—3.5 A).”> Though they predict a
bound dimer, the hybrid functionals do not therefore properly
account for —i stacking interactions in the 3T—TCNQ
complex, as previously reported for similar 77— complexes.”>”®
The culprit for the rather unsatisfactory performance of the
hybrid functionals in describing intermolecular interactions is the
local nature of the correlation kernel. Therefore, in hybrid
functionals the correlation energy is calculated only from the
local properties of the density, and the dispersion energy, which
arises from a truly nonlocal correlation effect, cannot be explicitly
described.

The double hybrid B2PLYP functional partially accounts for
the dispersion energy. This effect is clearly observed in the
potential energy curve computed for the 3T —TCNQ_complex,
which exhibits a deeper energy minimum (—6.27 kcal mol ")
compared to B3LYP and BHHLYP results. The minimum-
energy intermolecular distance is 3.63 A, in better agreement
with that obtained at the SCS-MP2 level (3.44 A). The better
description of the dispersion energy provided by B2PLYP arises
from the incorporation of dynamical electron correlation
effects through a perturbative second-order correlation term
obtained from the KS orbitals and eigenvalues.62 Despite
the partial introduction of nonlocal electron correlation effects,

the interaction energy predicted by B2PLYP in the minimum-
energy region underestimates by ~10.0 kcal mol ™' the SCS-
MP2 value.

In order to obtain more accurate potential energy curves, DFT
calculations using hybrid meta functionals (M06-2X and M06-
HF) and incorporating a dispersion term (DFT-D) were carried
out. The M06-2X and M06-HF functionals yield quantitatively
reliable potential energy curves with potential energy minima of
—14.96 and —15.90 kcal mol ', respectively. The minimum-
energy intermolecular separations are predicted at 3.40 and
3.39 A, respectively, which are slightly shorter than that estimated
at the SCS-MP2 level. Both the interaction energies and the
intermolecular distances are in good agreement with the SCS-
MP2 results. However, the curves generated using these func-
tionals are narrower than that predicted at the SCS-MP2 level.
The addition of the dispersion correction term to the B3LYP,
B2PLYP, and wB97X functionals, denoted as B3LYP-D,
B2PLYP-D, and wB97X-D, gives rise to a fully quantitative
description of the potential energy curve. The three DFT-D
functionals predict interaction energies at the minimum
(—14.84, —14.72, and —16.14 kcal mol™* for B3LYP-D,
B2PLYP-D, and wB97X-D, respectively) very close to that
computed at the SCS-MP2 level (—15.97 kcal mol ') with
differences of ~1 kcal mol . The optimum 3T—TCNQ_inter-
molecular distances are calculated at 3.39 (B3LYP-D), 3.39
(B2PLYP-D), and 3.49 A (wB97X-D), slightly underestimating
(B3LYP-D and B2PLYP-D) and overestimating (wB97X-D) the
SCS-MP2 value (3.44 A). Among the hybrid meta and the DFT-
D functionals employed to describe the 3T—TCNQ complex,
the wB97X-D seems to yield the best performance to estimate
the potential energy curve (see Figure 2).

In a further step, the potential energy curves for the cofacial
3T—-TCNQ complex were recalculated including BSSE correc-
tions and the larger cc-pVTZ basis set (Figure 3). As a conse-
quence of BSSE corrections, the depth of the well for the SCS-
MP2 curve decreases ~4 kcal mol ' and the minimum-energy
intermolecular distance undergoes a significant increase going
from 3.44 to 3.55 A. The potential energy minimum is now
predicted at —12.31 kcal mol .
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Figure 4. Mulliken charge transferred from 3T to TCNQ_ in the ground state (qGS) calculated with different functionals as a function of the

intermolecular distance (z) in the cofacial geometry.

A detailed inspection of Figure 3 reveals that DFT-D func-
tionals (B3LYP-D, B2PLYP, and wB97X-D) yield potential
energy curves that are better than those obtained by MO06
functionals (M06-2X and M06-HF). The M06-2X and MO06-
HF functionals underestimate by more than 1 kcal mol ' the
intermolecular interaction energies at the minimum-energy
region. The optimum intermolecular distances are found at
3.41 and 3.43 A, respectively, which are too short compared to
the SCS-MP2 value (3.55 A). It should be noted that at longer
distances, the potential energy curve produced by M06-2X
deviates significantly from the SCS-MP2 curve (and the DFT-
D curves), with energies that rise sharply in the range between
the minimum and 4.0 A. As a consequence, the M06-2X potential
well is too narrow near the minimum. The DFT-D functionals
predict interaction energies at the minimum (—12.46, —13.02,
and —13.16 kcal mol ™" for B3LYP-D, B2PLYP-D, and wB97X-
D, respectively), very close to that computed at the SCS-MP2
level (—12.31 kcal mol ™). In terms of minimum-energy inter-
molecular separations, wB97X-D gives the best result, with a
potential energy minimum placed at 3.56 A, which matches
perfectly with that calculated at the SCS-MP2 level. The inter-
molecular distance afforded by B3LYP-D and B2PLYP-D func-
tionals (3.45 A) underestimates the SCS-MP2 value by ~0.1 A. Tt
is worth to note that both B3LYP-D and wB97X-D functionals in
conjunction with the cc-pVTZ basis set result in small BSSEs of
~1 kcal mol " (Figure S1, Supporting Information).

The results clearly point out that DFT-D functionals in
combination with cc-pVTZ basis set yield the best performance
to estimate the potential energy curves for the 3T—TCNQ
complex. Among them, wB97X-D predicts accurate interaction
energies and yields the best intermolecular distances. In addition
to the dispersion term, the wB97X-D functional is built on the
basis of the long-range corrected scheme which already partially
takes noncovalent interactions into account.”’ The LC scheme
seems to be important not only for the treatment of noncovalent
interactions but also for the description of CT excited states, as
will be discussed below. It is also important to stress that wB97X-
D in combination with the cc-pVDZ basis set and without

correction of the BSSE, although overestimates the interaction
energies by about 4 kcal mol ', is able to provide relatively
accurate intermolecular distances. This information is of great
relevance in order to study larger 71— D—A complexes for
which more extended basis sets are prohibitive.

Ground-State Charge-Transfer Analysis. 7—s D—A mo-
lecular complexes are characterized by a small amount of charge
transferred from the donor to the acceptor in the ground state.””
Unfortunately, the charge distribution calculated for the
3T—-TCNQ complex in the ground state strongly relies on the
choice of the functional. Figure 4 shows the evolution of the
Mulliken charge transferred from 3T to TCNQ in the cofacial
configuration as a function of the intermolecular distance. To test
the reliability of the Mulliken charges, the charge transferred
from 3T to TCNQ was also analyzed according to the CHelpG
scheme (Figure S2, Supporting Information).”® The charges
obtained from this scheme are similar to those computed using
the Mulliken approach, and therefore, Mulliken charges will be
used in the following discussion. It should be mentioned that
Hobza et al. have recently shown that Mulliken analysis lead to
reliable estimates of the charge transferred in a family of D—A
complexes.”’

The amount of charge decays quickly with increasing separa-
tion between the 3T and TCNQ molecules (Figure 4). Although
all functionals display this behavior, B3LYP clearly tends to
overestimate the charge transferred in the ground state. For
instance, at an intermolecular distance of 3.4 A in the minimum-
energy region, B3LYP predicts a CT of 0.14e, whereas BHHLYP,
B2PLYP, and M06-2X yield a value of ~0.07e, and wB97X-D,
MO6-HF, and MP2% lead to charge transfers smaller than 0.07e.
These results corroborate that increasing the percentage of HF
exchange in the functional causes a decrease of the amount of
charge transferred in the ground state of the 3T—TCNQ
complex. This trend is in agreement with recent results reported
for the tetrathiafulvalene—TCNQ D—A complex.”* Therefore,
the choice of standard hybrid functionals, such as B3LYP, for
studying D—A complexes should be taken with care, since the
amount of charge transferred in the ground state is artificially
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Figure S. (a) Potential energy surface computed at the BALYP-D/cc-pVDZ level for the 3T—TCNQ complex at a fixed intermolecular distance (z) of

3.39 A. (b) Interaction energy contour map (kcal mol ")

Table 1. Optimized Geometries of the Three Most Stable
Structures (1—3) Calculated for the 3T—TCNQ Complex”

ay b/ cf di ef f“". g hj iy
1 2 3
B3LYP-D wB97X-D
distances cc-pVDZ cc-pVTZ cc-pVDZ cc-pVTZ
a 3.170 3.177 3.307 3.310
b 3.170 3.177 3.307 3.311
c 3.136 3.175 3.278 3.325
d 3.205 3.228 3.343 3.373
e 3.240 3.264 3.349 3.385
f 3.120 3.145 3.296 3.344
g 3.043 3.063 3.192 3.221
h 3.224 3.250 3.371 3.404
i 3.220 3.250 3.370 3.404
j 3.041 3.064 3.192 3.220

“ The shortest carbon—carbon intermolecular distances (in A) are given.

high, and it can even increase upon full geometry optimization, as
will be discussed next.

Optimized Geometries. With the aim of identifying the most
stable structures of the 3T—TCNQ_complex, a comprehensive
exploration of the energy landscape along the x and y axis (see
Figure 1) is required. Figure S depicts the potential energy
surface and its respective contour map computed at the
B3LYP-D/cc-pVDZ level by varying the distance along the x
and y axis and by maintaining the monomers frozen at the
minimum-energy intermolecular distance (z = 3.39 A). The most
stable structures are located in the dark-blue region of the
potential energy surface. Three minimum-energy conformations
were found and used subsequently as starting points for full
geometry optimizations at B3LYP-D and wB97X-D levels in
conjunction with cc-pVDZ and cc-pVTZ basis sets.

Geometry optimizations lead to the three minimum-energy
structures (1—3) depicted in Table 1. Structures 1 and 3 differ

only in the relative displacement of the monomers along the
short molecular y axis. In structure 1, the benzene ring of TCNQ_
is centered above the single C3—Cg bond of the central
thiophene ring of 3T, whereas in 3 the midpoint of the benzene
ring is approximately placed above the central sulfur atom of 3T.
In contrast, TCNQ_in structure 2 is mainly displaced along the
long molecular x-axis, and the benzene ring is now located above
one of the inter-ring C,—Cy bonds of 3T. Geometry optimiza-
tions using cc-pVTZ provide structures almost identical to those
obtained with cc-pVDZ, but with a much higher computational
cost. The optimized intermolecular distances differ by less than
0.01 A for structure 1 and by ~0.03 A in structures 2 and 3
(Table 1). Although both B3LYP-D and wB97X-D functionals
give rise to minimum-energy structures with identical orienta-
tions, it is noteworthy that they predict different intermolecular
distances. The closest carbon—carbon intermolecular distances
found at the B3LYP-D level are in the 3.0—3.2 A range. Such
values are considerably shorter than those computed at the
CCSD(T) level for a benzene—hexafluorobenzene complex
(3.5—3.6 A).*" In contrast, wB97X-D leads to a larger separation
between the interacting molecules with carbon—carbon dis-
tances ranging from 3.2 to 3.4 A. Therefore, wB97X-D provides
more reliable intermolecular distances than those obtained with
B3LYP-D.

Table 2 collects the interaction energies computed by per-
forming single-point calculations using the cc-pVTZ basis set and
the fully relaxed cc-pVDZ geometries. Calculations using the cc-
pVTZ optimized geometries lead to interaction energies that
differ from those in Table 2 by less than 0.1 kcal mol ' (Table S1,
Supporting Information). Calculations therefore show that the
small structural changes found in passing from cc-pVDZ to cc-
pVTZ optimized structures have no significant effect on the
interaction energies and that cc-pVDZ optimized geometries can
be safely used to calculate the interaction energies. This is of
special interest when dealing with larger D—A complexes for
which geometry optimizations using the cc-pVTZ basis set would
be computationally prohibitive.

The CP-corrected interaction energies clearly indicate that
structure 2 is the most stable with binding energies of —20.32
and —17.78 kcal mol " at B3LYP-D and wB97X-D levels,
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Table 2. Interaction Energies (kcal mol ') Calculated for the
Most Stable Structures of the 3T—TCNQ Complex®

method 1 2 3

B3LYP-D/cc-pVTZ® —15.87 (—17.00) —20.32 (—21.60) —16.83 (—18.03)

SCS-MP2/cc-pVTZ" —14.03 (—1890) —17.28 (—22.78) —14.83 (—19.84)

wB97X-D/cc-pVTZ® —14.88 (—15.85) —17.78 (—18.86) —15.66 (—16.65)

SCS-MP2/cc-pVTZ® —13.95 (—18.14) —16.65 (—21.33) —14.62 (—18.86)
“Energies are corrected for BSSE using the counterpoise method
(counterpoise uncorrected values are given within parentheses). ® Sin-
gle-point energy calculations on the B3LYP-D/cc-pVDZ optimized
geometries. “ Single-point energy calculations on the wB97X-D/cc-
pVDZ optimized geometries.

respectively. Although the absolute difference between the
interaction energies calculated for structures 1 and 3 using
B3LYP-D and wB97X-D is almost constant (~1 kcal mol ™),
the relative energies of the three conformers vary with the func-
tional. More specifically, 1 and 3 lie 4.45 and 3.49 kcal mol !
above 2 at the B3LYP-D level, whereas they are found 2.90 and
2.12 keal mol ™! higher in energy than 2 at the wB97X-D level.
This arises because B3LYP-D stabilizes considerably 2 compared
to wB97X-D results (see Table 2). It is interesting to note that
both B3LYP-D and wB97X-D slightly overestimate the binding
energies of the three minimum-energy structures when com-
pared to SCS-MP2 energies. However, wB97X-D yields interac-
tion energies that are closer to those obtained at SCS-MP2 level
with differences around 1 keal mol .

Table 2 reveals that DFT-D and SCS-MP2 methods present
significantly different BSSEs. B3LYP-D gives rise to errors in the
1.12—1.29 keal mol ' range, whereas wB97X-D yields errors
which range from 0.98 to 1.08 kcal mol . The slightly smaller
BSSEs found for wB97X-D are likely due to the fact that wB97X-
D-optimized structures show longer intermolecular distances
than B3LYP-D structures. SCS-MP2/cc-pVTZ interaction en-
ergies show the largest BSSEs, with values around 4.8 kcal mol *
for the three minimum-energy structures. These results contrast
to those reported for relevant biological complexes, where SCS-
MP2/cc-pVTZ was found to be almost free from BSSE due to
error compensations.”’ Our results therefore point to the
importance of including BSSE corrections at the SCS-MP2 level
to compute accurate interaction energies in D—A conjugated
complexes as 3T—TCNQ. In contrast, DFT-D methods in
combination with cc-pVTZ basis sets lead to rather small BSSEs.

Full geometry optimizations allow for a careful analysis of the
changes occurred in the 3T and TCNQ monomers upon
formation of the complex. The structural changes can be easily
quantified by using the carbon—carbon single—double bond
length alternation (BLA), which estimates the degree of aroma-
tization/quinoidization along the conjugated backbone.*” The
BLA parameter has been widely used to characterize the carbon
skeleton in different families of oligothiophenes® *° and is
calculated for each thiophene ring as the difference between
the length of the Cg—Cpg bond and the average of the two
Co—Cp bonds (see sketch in Table 2). An aromatic ring is thus
characterized by a positive BLA value, while a quinoid ring shows
a negative BLA value.

Table 3 gathers the BLA values for 3T and the Mulliken charge
transferred from 3T to TCNQ ( qGS) computed for structure 2 at
the B3LYP-D/cc-pVDZ and wB97X-D/cc-pVDZ levels. The use
of the cc-pVTZ basis set has almost no effect on the BLA values,
and the charge distribution (Table S2). BLA data for isolated 3T
are also included in Table 3 for comparison. At the B3LYP-D

Table 3. Bond Length Alternation Values (in A) Computed at
the B3LYP-D/cc-pVDZ and wB97X-D/cc-pVDZ Levels for
Each Thiophene Ring of 3T in Structure 2 and for Isolated 3T*

3T q%(e)
B3LYP-D
isolated 0.047 0.036 0.047 —
2 0.041 0.012 0.030 0.30
wB97X-D
isolated 0.056 0.047 0.056 —
2 0.052 0.038 0.046 0.12

“The Mulliken charge transferred from 3T to TCNQ. (qGS) is also
included. * TCNQ _lies on top of the T, and T; thiophene rings, as
illustrated in Table 1.

level, the BLA values computed for 3T in the complex are
significantly smaller than those of isolated 3T. For instance, the
BLA obtained for the central ring (T,) decreases from 0.036 A in
isolated 3T to 0.012 A in the complex. The reduction of BLA for
the thiophene spine in the 3T—TCNQ_complex indicates a loss
of aromatic character of the conjugated backbone compared to
isolated 3T. The partial quinoidization of 3T results from the
charge transferred from 3T to TCNQ (0.30e, Table 2). In
oligothiophenes, quinoidization of the carbon skeleton is pro-
duced upon injection of charges in oxidation/reduction
processes.

In contrast to B3LYP-D, wB97X-D predicts more localized
structures with larger BLA values, owing to the higher amount of
HF-like exchange included in this functional. This behavior has
been previously reported for related conjugated systems.*® The
comparison between the BLA values computed at the wB97X-D
level for isolated 3T and for 3T in structure 2 reveals less marked
differences than those obtained at the B3LYP-D level (Table 2).
The less pronounced structural relaxation calculated for 3T at the
wB97X-D level matches perfectly with the smaller amount of
charge transferred (0.12¢) from 3T to TCNQ.

Calculations therefore show that the B3LYP-D functional
overestimates the charge transfer between the donor and the
acceptor in the D—A complex. This leads to too short inter-
molecular distances and to too large changes on the structures of
the monomers when the geometry of the complex is fully relaxed.
The wB97X-D functional provides more accurate intermolecular
distances and predicts smaller structural changes on the mono-
mers forming the complex, due to the lower charge transfer,
which is in better agreement with the description expected for
weakly interacting D—A complexes.

Charge-Transfer Excited States. The characterization of CT
excited states in D—A complexes is of utmost importance to
understand the photophysical properties of these complexes and
their potential use in organic solar cells. In order to gain insight
into the performance of several functionals to treat CT excitations,
the excitation energies of the lowest CT state were computed using
the TD-DFT approach and the optimized ground-state molecular
geometries of structures 1—3. Hybrid (B3LYP, BHHLYP),
hybrid meta (MO06-2X, M06-HF), double-hybrid (B2PLYP),
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LUMO

HOMO

Figure 6. Electronic density isocontours (0.03 e bohr ) calculated at
the CASSCF level for the frontier molecular orbitals of the 3T—TCNQ_
complex.

and LC-corrected (CAM-B3LYP, wB97X-D, LC-wPBE) func-
tionals have been chosen for TD-DFT calculations. CASSCE/
CASPT?2 calculations have been carried out to benchmark the TD-
DFT results. Figure 6 depicts the topologies of selected molecular
orbitals as a guide to the description of the lowest CT excitation.
Table 4 collects CT excitation energies and oscillator strengths
computed using TD-DFT and CASPT2 methodologies.

According to the CASPT2 calculations, the lowest singlet
excited state (S;) is computed at 1.79, 1.72, and 1.83 €V above
the ground state (S,) for 1—3, respectively (Table 4). The
intensity of the Sy—§; transition clearly depends on the config-
uration of the complex, with oscillator strength values of f= 0.044
for 1, f=0.176 for 2, and f = 0.059 for 3. For the three structures,
the CASSCF wave function is dominated by the promotion of an
electron from the highest occupied molecular orbital (HOMO)
to the lowest unoccupied molecular orbital (LUMO). The
HOMO is completely localized on the conjugated carbon—
carbon skeleton of 3T, whereas the LUMO is located on the
conjugated backbone of TCNQ_(see Figure 6). Therefore, the
So—S; transition corresponds to a CT excitation and is proposed
to be responsible for the weak feature detected experimentally at
1.49 eV in chloroform."

Note that CASPT?2 calculations are performed in gas-phase
while the experimental data are recorded in solution. Stein et al.*’”
recently studied a family of aromatic donor—tetracyanoethylene
complexes, for which optical data in gas phase and solution are
available, and concluded that solvent models hardly stabilize the
lowest CT states and are not able to reproduce the experimental
solvent effect that lowers the CT excitation energies by 0.32 eV
on average. These authors suggest that the only reasonable way
to proceed in these cases is to assume that subtraction of 0.32 eV
from the gas phase calculations makes them comparable to
experiments in solvent. Using this assumption, the CASPT2
results match now perfectly the experimental CT excitation
found at 1.49 eV for the 3T—TCNQ complex. Hence, the
CASPT2 gas-phase energies can be reasonably employed to
benchmark the TD-DFT results.

As can be seen in Table 4, all functionals predict larger CT
excitation energies for structure 2 than for 1 and 3, which
contrasts to CASPT?2 results. Concerning the intensities, all

Table 4. §,—S, Vertical Excitation Energies (eV) Computed
for Structures 1—3 of the 3T—TCNQ Complex

method” i 2b 3t
CASPT2 1.79 (0.044) 1.72 (0.176) 1.83 (0.059)
B3LYP 1.25 (0.070) 146 (0.112) 1.32 (0.075)
BHHLYP 1.71 (0.067) 1.88 (0.121) 1.72 (0.060)
B2PLYP 1.30 (0.060) 1.48 (0.115) 1.29 (0.083)
MO06-2X 1.73 (0.062) 1.89 (0.109) 1.73 (0.053)
MO06-HF 2.63 (0.062) 2.68 (0.125) 2.65 (0.053)
LC-wPBE 2.49 (0.055) 2.54 (0.111) 2.52 (0.045)
CAM-B3LYP 1.75 (0.063) 191 (0.114) 1.76 (0.055)
wB97X-D 1.81(0.062) 1.96 (0.113) 1.83 (0.055)

 All calculations were performed with the cc-pVDZ basis set. b Oscillator
strength (f) values are given within parentheses.

functionals predict the highest oscillator strength for structure
2 in good agreement with CASPT?2 oscillator strengths. CT
excitation energies using the TD-DFT approach are analyzed
according to the nature of the functional (hybrid, double hybrid,
hybrid meta, and long-range functionals) and the amount of HF-
like exchange. B3LYP, which incorporates a small percentage
(20%) of HF-like exchange, underestimates the CASPT2 CT
excitation energies with deviations of up to —0.54 eV. In contrast,
the CT excitations computed by BHHLYP (50% of HF-like
exchange) yield CT excitation energies closer to those computed
at the CASPT2 level. The largest deviation is found for structure
2, for which the CT state is calculated 0.16 eV higher in energy.

The double-hybrid B2PLYP functional also underestimates
the CT excitation energies with deviations from —0.24 (2) to
—0.54 eV (3). The underestimation of the CT excitations results
from the perturbative correction term (A(p)) computed through
the CIS(D) method (see Theoretical and Computational Details
Section) that stabilizes the CT state. Note that B2PLYP has a
53% of HF-like exchange, and thus, when the A(p) term is not
added, the uncorrected CT excitation energies are similar to
those computed at BHHLYP level.

The hybrid meta M06-2X functional predicts CT excitation
energies with accuracy similar to that obtained at BHHLYP level
(Table 4). The resemblance in the CT excitation energies is due
to the fact that M06-2X incorporates a 54% of HF-like exchange
very close to the 50% included in BHHLYP. In contrast, MO6-HF
implies a 100% of HF-like exchange and dramatically over-
estimates the CT excitation energies with a deviation of up to
0.96 eV with respect to CASPT2 values. These results are
consistent with those recently reported by Li et al. showing that
for CT transitions at intermediate interelectronic separations
M06-2X performs notably, whereas M06-HF fails completely.®®

LC-wPBE, CAM-B3LYP, and wB97X-D represent a more
sophisticated class of functionals based on the long-range
corrected scheme. However, the behavior of LC-wPBE is quite
different with respect to their homologous CAM-B3LYP and
wB97X-D due to the amount of HF-like exchange. LC-wPBE has
a 0% of HF-like exchange at short-range and a 100% at long-
range and overestimates severely the CT excitation energies with
deviations ranging from 0.69 to 0.80 eV compared to that of the
CASPT2 results. CAM-B3LYP shows a 19 and 65% of HF-like
exchange at short and long interelectronic separations, whereas
wB97X-D includes a 22 and 100%, respectively. Both funtionals
predict similar CT excitation energies, the largest deviation being
found for structure 2 with differences of 0.19 and 0.24 eV for
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CAM-B3LYP and wB97X-D, respectively. wB97X-D per-
forms slightly better than CAM-B3LYP for structures 1 and 3,
for which it provides CT excitations in excellent accord with
CASPT2 data.

Overall, wB97X-D provides the best performance with the
smallest deviations in the CT excitation energies in comparison
to CASPT?2 results, although CAM-B3LYP, BHHLYP, and M06-
2X functionals also behave accurately enough. The results
evidence that the CT transition in the 3T—TCNQ complex
occurs at intermediate interelectronic separations, and thus, not
only long-range corrected functionals describe correctly this
transition but also hybrid and hybrid meta functionals with an
appropriate portion of HF-like exchange. It should be also
mentioned that the size of the basis set has no special effect on
the CT excitation energies. For instance, almost identical excita-
tion energies are obtained at wB97X-D/cc-pVDZ (1.96 eV) and
wB97X-D/cc-pVTZ (1.98 eV) levels for structure 2.

B CONCLUSIONS

We have presented a detailed quantum chemical investigation
of the terthiophene—tetracyanoquinodimethane complex as
model for 71— D—A systems. The study has focused on the
performance of several functionals to treat 77— intermolecular
interactions, the distribution of charge in the ground state of the
complex, the identification and the characterization of the most
stable supramolecular structures, and the description of the CT
excitation found in these D—A complexes.

Density functionals including the dispersion term (DFT-D)
treat in an accurate way the T—7 interactions yielding potential
energy curves similar to those computed at the SCS-MP2 level.
The distribution of the charge in the ground state is clearly
determined by the portion of HF-like exchange in the functional.
The charge transferred from the donor to the acceptor in the
ground state is inversely proportional to the percentage of HF-
like exchange. Hence, a too large charge transfer is predicted
when using the common B3LYP functional. When characterizing
the most stable structures of the complex, wB97X-D functional
predicts reliable intermolecular distances, small structural
changes in the monomers forming the complex, and a small
amount of charge transferred from 3T to TCNQ_in the ground
state, in agreement with the chemically intuitive description of
weak interacting D—A complexes. High-level ab initio CASSCF/
CASPT?2 calculations have enabled to benchmark the TD-DFT
results for excited states. Long-range corrected functionals, such
as CAM-B3LYP and wB97X-D, as well as the hybrid BHHLYP
are able to treat accurately the CT excitations for the 3T —TCNQ_
complex, yielding values very similar to those obtained by the
CASPT2 method.

Overall, the wB97X-D functional displays the best perfor-
mance to treat T—s7 intermolecular interactions and CT excita-
tions in a balanced way, for the 3T —TCNQ _complex, thanks to
the combination of dispersion and long-range corrected terms.
Hence, the wB97X-D functional might be reliably used to further
investigate 71— D—A complexes. Calculations show that the use
of a cc-pVTZ basis set is needed to predict accurate interaction
energies with small BSSEs, whereas reliable optimized geome-
tries and excitation energies are obtained using the less-demand-
ing cc-pVDZ basis set. Theoretical information for larger D—A
complexes would be very useful to guide experimentalists in the
design of fine-tuned D—A complexes for organic solar cells.
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ABSTRACT: The ring current effect on chemical shifts of amide protons (Adgc) is computed at the B3LYP/6-311++G(d,p)//
B3LYP/aug-cc-pVTZ level of theory for 932 geometries of dimers of N-methylacetamide and aromatic amino acid side chains
extracted from 21 different proteins. These Adrc values are scaled by 1.074, based on MP2/cc-pVQZ//B3LYP/ aug-cc-pVIZ
chemical shift calculations on four representative formamide/benzene dimers, and are judged to be accurate to within 0.1 ppm based
on CCSD(T)/CBS//B3LYP/aug-cc-pVTZ calculations on formamide. The 932 scaled Adg values are used to benchmark three
empirical ring current models, including the Haigh—Mallion model used in the SPARTA, SHIFTX, and SHIFTS chemical shift
prediction codes. Though the RMSDs for these three models are below 0.1 ppm, deviations up to 0.29 ppm are found, but these can
be decreased to below 0.1 ppm by changing a single parameter. The simple point-dipole model is found to perform just as well as the

more complicated Haigh—Mallion and Johnson—Bovey models.

1. INTRODUCTION

Prediction of chemical shifts in proteins based on protein
structure serves many uses in structure verification or fast
generation of structures in accordance with relatively inexpensive
experimental nuclear magnetic resonance (NMR) data.'~° The
most popular protein chemical prediction software packages
include the SHIFTX,® SHIFTS,”® SPARTA,” and PROSHIFT'°
servers. These programs use empirical models that relate various
features of protein structure, such as secondary structure, hydrogen
bond geometry, and ring current effects, to changes in chemical
shifts. The contributions from several different sources of
chemical shift perturbations are in all cases assumed to work
additively. These small additive terms are in many cases given as
classical approximations to well-known physical interactions. For
example, SPARTA, SHIFTX, and SHIFTS use the approximation
due to Haigh and Mallion'' to model the changes in chemical
shifts due to ring current effects in the aromatic side chains of
phenylalanine, tyrosine, tryptophan, and histidine residues. The
Haigh—Mallion model contains a single adjustable parameter for
each side chain, which must be parametrized from a data set. In
the case of SHIFTX, these parameters are obtained by a data
mining approach, which correlates experimental chemical shifts
with corresponding, known X-ray protein structures, based on a
series of predefined physical and empirical terms.’ In the case of
SHIFTS, the parameters are obtained by fitting parameters for a
set of known physical terms, which relates protein structure and
chemical shifts to a data set which combines empirical chemical
shift data as well as data obtained through quantum chemical
calculations.'? Ultimately, these fitting methods include uncer-
tainties from many terms in the underlying approximations of the
fit, as well as the uncertainties connected to the experimental
data. It is thus unclear how accurate the obtained parameters are
in reproducing the underlying physics of the system.'?

Other methods exist to approximate the ring current effect,
most notably'"'* the Johnson—Bovey model'® and the simpler

v ACS Publications ©2011 american chemical Society

point-dipole model due to Pople.'*'” In general, the three
methods describe the change in chemical shift due to a nearby
aromatic ring, formally as

Adgc = iBG (1)

where G is a geometric factor, which depends on the spatial
orientation and distance of the ring relative to the proton, B is a
“natural constant” denoting the ring current intensity for a
benzene ring, and i is the ring current intensity relative to that
of a benzene ring, such that ipengene = 1. A thorough description
of the three models mentioned above can be found in the
Supporting Information. It has previously been attempted to
derive analytical expressions for the values of i and B for different
functional forms of G, but these have not been successful in
reproducing experimental results.'' Consequently, various nu-
merical methods have been widely used to obtain the intensity
values.

The study by Case'® is one of the few that has addressed these
issues using ab initio calculations. A methane molecule is used to
probe the chemical shift perturbation due to a nearby aromatic
ring, with the chemical shift calculated at the CSGT/PW91/
IGLO-III level of theory. However, it is not clear whether the
level of theory used at that time (1995) is sufficiently accurate,
and second, it is unknown whether the ring current parameters
obtained for a methane proton can directly be transferred to
amide protons. The parameters obtained by Case are used in the
SPARTA program.9

In this study, we use CCSD(T) and MP2 methods to bench-
mark the accuracy of Algrc calculations at the B3LYP/
6-311++G( d,p) //B3LYP/aug-cc-pVTZ level of theory. This level
of theory is then used to compute nearly 1000 representative
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Figure 1. The molecules used as probes for the ring current effects on
amide protons: trans-N-methylacetamid (NMA) (a) and formamide
(FMA) (b). The probe nucleus for which the shielding constants are
calculated are the amide proton of NMA and the amide proton trans to
the C=O0 bond in FMA, here marked in green color.

AOdgc values, which, in turn, are used to obtain parameters for
three empirical Adrc models.

The paper is organized as follows. First, we describe the
computational methodology used to isolate the ring current
effect and to obtain data sets, against which the ring current
intensity parameters are fitted. Then, we benchmark various
levels of theory, in order to estimate error bounds on our data.
This is followed by a presentation of the obtained intensities and
a comparison to the intensities obtained by other authors.

2. COMPUTATIONAL METHODOLOGY

2.1.1solating the Ring Current Effect. As a probe nucleus, for
which the isotropic shielding is calculated using quantum chemi-
cal methods, the amide proton of a trans-N-methylacetylamide
(NMA; Figure 1a) molecule is used in order to provide a small
and inflexible molecule with a high degree of resemblance to
the amide group of the protein backbone. For more compu-
tationally demanding calculations, such as MP2, CCSD, and
CCSD(T) calculations, the two methyl groups are removed in
order to save computational time, and the probe nucleus is
then the amide proton trans to the C=O bond in formamide
(FMA; Figure 1b).

A large number of dimer systems (see next subsection),
consisting of an amide probe molecule and a nearby aromatic ring
in different conformations is constructed. Following the general
approach of Boyd and Skrynnikov,'"” the absolute shielding of the
probe hydrogen in the dimer system can be written as

Dimer

GH = AO-Confc»rmatic»n + AOiLocal + AO‘RC (2)

The chemical shift of the probe hydrogen atom in the dimer
system will, apart from the ring current effect, also be influenced by
the exact geometry and type of the probe molecule (described in
the AOconformation term) as well as any possible interactions with
the aromatic moiety, such as electrostatic forces, possible hydrogen
bonding, spin—spin repulsion, and other effects which can be
difficult to quantify and separate (described in the A0y ,cy term).
Finally, the chemical shift perturbation due to the aromatic ring is
approximated as AOgc.

Reference systems for each dimer system, which have approxi-
mately identical local interactions between the molecules, apart
from the ring current effect, are constructed in order to filter out
these hard-to-quantify effects (see Figure 2). These are modeled
as corresponding dimer systems, where the aromatic ring has
been replaced by an olefinic analogue. The definition of an
olefinic analogue here is an aromatic ring which, by the addition
of two hydrogen atoms, has lost its aromaticity. The protonation
is done such that the planar geometry of the ring is still enforced,
causing deviations in the spatial positions relative to the corre-
sponding aromatic ring dimer to be negligible. The olefinic

) )
@ g ®)
. 9
9 >
9
G}I-? imer — AOConformation + AOLocal +AORC ‘:)-}]-}ef = AOConformation + AOLocal

Figure 2. Two example geometries demonstrating the two different
dimers used in the calculation scheme to isolate the ring current effect for
one amide-ring conformation. The shown geometries correspond to the
amide proton of ILE64 and the side chain of HIS69 in the HIV-1
protease, PDB-code 2I4V. In part a, the chemical shift of the probe
nucleus is determined by the conformation of the NMA molecule,
electrostatic and spin—spin repulsion interactions to the positively
charged imidazolium molecule, and, by comparison, a small ring current
interaction. In part b, the aromaticity of the imidazolium is broken, but
the spatial distribution of charge as well as the internal conformation of
NMA is approximately identical to those found in part a.

analogue is placed such that the ring center corresponds to the
center of the aromatic ring, relative to the probe hydrogen, and
the coordinates of the carbon/nitrogen atoms are matched as
closely as possible. This approach ensures that AGconformation a0d
A0 ocq are largely retained, while Aogc is removed. Using this
substitution scheme, the absolute shielding of the hydrogen atom
in the reference system can be written as

Ref

OHe - AO‘Conformation + AOﬂLocal (3)
which enables us to estimate the ring current contribution to the
chemical shift due to the aromatic ring as

AéRC — _ AURC ~ Ogef _ O.Iliimer (4)

The aromatic rings studied here are equivalent to the rings
found in the aromatic protein side chains. See Table 1 for an
overview of the used molecules. Sketches are shown in the
Supporting Information as well.

2.2. Construction of Test Systems. Dimers consisting of an
amide probe and an aromatic ring were generated from a data set
of 21 protein structures obtained from the RCSB Protein Data
Bank (PDB),”® in order to to ensure that only realistic con-
formations were used in the QM calculations.

The structures used were (listed by PDB code): 1F94, 1GK1,
1IGD, 1JYQ, 1JYR, 1JYU, 1Q3E, 1QJP, 1VJC, 1XAS, 1ZJK,
2ACO, 2B6C, 2DS7, 2DR]J, 2ETL, 2F47, 2FZG, 2GOL, 214D,
and 2I4V. Since the used structures were experimental X-ray
structures, no hydrogen atoms were present in the structures, and
PDB2PQR 1.5”"** was used to protonate the structures in order
to obtain hydrogen atom positions. From all of these protein
structures, we selected systems where the center of an aromatic
ring was within a cutoff distance of 7 A from an amide proton.
This resulted in a total of 932 different dimer conformations (see
Table 1). For each of these conformations, a dimer was created
with a simpler aromatic ring in place of the aromatic side chain
with the ring centers at identical coordinates and in the same
plane. A directional vector was used to align the rotation of the
ring in the plane, in order to have closely matching coordinates
for the heavy atoms. For tyrosine, the center to oxygen vector
was used. For benzene, the center to C” to C® vector was used.
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Table 1. List of the Side Chain Approximations Used in This
Work and Their Olefinic Analogues®

side chain analogue olefinc analogue # dimers
phenylalanine benzene 1,4-cyclohexadiene 276
tyrosine phenol cyclohexa-1,4-diene-1-ol 172
tryptophan indole 2,3,5,6-tetrahydroindole 113
histidine imidazole 4,5-dihydroimidazole 185
histidine ™ imidazolium 4,5-dihydroimidazolium 174

“The residue type is listed along with the aromatic and olefinic
analogues, as well as the total number of different NMA/ring dimer
conformations in each data set.

For hlstldlne (both in the charged and neutral state), the center
to C*' vector was used. The same histidine—amide group pairs
were used to generate the dlmers for both charged and neutral
histidine conformations. The N°* nitrogen atom was in all cases
of neutral histidine assumed to be the deprotonated nitrogen.

A given backbone amide group within the 7 A range from the
aromatic ring was substituted by an NMA or an FMA molecule,
with the nitrogen atoms at identical coordinates. Furthermore,
the N—H vector and the C(=0)—N—H plane were also
aligned. See Table 1 for the number of dimers for each ring type.

If the aromatic ring corresponded to the ring of the side chain
of the previous residue, with respect to the investigated amide
group, the dimer construction scheme occasmnally caused a clash
between the extra hydrogens, where the C” atom was previously
located. Other conformations also gave rise to unphysical con-
formations, due to clashes between the inflexible subunits of the
constructed dimers. To avoid computational artifacts from these,
all dimers with a shortest intermolecular distance of 3.4 A or less
were discarded, since 3.4 A is twice the van der Waal radius of the
largest atom (carbon) in the system.”® NMR shielding constants
were then calculated for the dimer systems.

2.3. Basis Set Extrapolations and Correlation Effects. In
this work, density functional theory (DFT; and the very popular
B3LYP functional®***) is used to obtain NMR shielding con-
stants. Due to the partly semiempirical nature of the approxi-
mated exchange-correlation functionals used, B3LYP data
cannot in general be expected to show convergence toward
experimental shielding values or values obtained at very accurate
levels of theory when increasing the basis set size.?® It is, however,
often the case that a small error can be obtained in calculated
DFT chemical shielding constants, compared to high-level
correlated wave function methods, if a simple linear correction
or scaling factor is applied to the DFT data.”” In this work, a
comparison of B3LYP to high-level correlated methods is used to
obtain such a linear scaling factor.

Unfortunately, CCSD(T) calculations with an appropriate
basis set are still not possible for the FMA/benzene dimer, which
has 70 electrons. Instead, we benchmark the shielding constants
for FMA alone at the B3LYP, MP2, CCSD, and CCSD(T) levels
of theory, in order to allow us to estimate error bounds to
shielding constants obtained at levels of theory less accurate than
CCSD(T).

For complete basis set hmlt (CBS) estimates, we use the
approach of Moon and Case”® and Kupka et al.””?* By using
Dunning’s correlation consistent basis sets” (cc -pVaZ; where x
€{D,T,Q,S, 6, ...} is the valence orbital splitting in the basis set),
it is possible to carry out calculations using a sequence of basis
sets of well-defined, systematic increasing quality. Kupka et al.

extrapolate calculated NMR shielding values toward infinite basis
set size with a three parameter exponential decreasing function:

o(x) = o(e0) + A exp( — x/B) ()

where 0(x) is the shielding obtained using a basis set with the
valence orbital splitting number of x and 0(c), A and B are the
fitting parameters, with 0(eo) being the estimated shielding in the
complete basis limit. A nonlinear least-squares Marquardt—
Levenberg algorithm>®*" is used to fit the parameters.

Jensen has constructed a set of basis sets for the purpose of
Hartree—Fock (HF) and DFT NMR shielding calculations,
called the polarization consistent pcS-n basis sets.>
sets of similar valence orbital splitting, the pcS-n basis sets
contain more basis functions of low angular momentum, com-
pared to the Dunning-type basis sets. pcS-1 is a double- quality
basis set, pcS-2 is triple-C, and so forth. When estimating the
complete basis limit based on the pcS-n basis sets, a value of
x =n + 11is thus used in eq S.

Last, we compare the proton chemical shift of the amide
proton trans to the C=0 bond in FMA at the CCSD(T)/CBS
level of theory to the experimental value, in order to verify that
CCSD(T)/CBS is, in fact, a reliable method. Inferring the
experimental gas-phase 'H shielding values from CH, (oy =
30.61 ppm™®), an experimental value of 034 = 26.24 ppm in the
gas phase®® at 483 K is obtained. At this temperature, thermal
motion cause rapid switching of the two N-amide protons and
the peaks are not separable, so this value has to be considered as
an average over the two proton chemical shifts.**

It is well-known™® ~3® that a zero-point vibrational correction
(ZPVC) has to be added to equilibrium geometry ab initio
shielding constants in order to obtain close agreement to
experimental data. This vibrational averaging correction can
easily be calculated using the method of Kern and Matcha.*
While we had preferred to carry out a ZPVC calculation at the
same level of theory as the geometry optimization of the
molecules used throughout this work, no program is currently
capable of automatically computing a ZPVC at the DFT level of
theory with Gaussian-type basis sets. In the following, the
ZPVC is calculated at the MP2/cc-pVQZ level of theory
instead.

2.4. Software. All geometries were mlmmlzed at the B3ALYP/
aug-cc-pVTZ level of theory using Gaussian 03,* except when
otherwise noted. All DFT calculations of NMR shielding constants
were carried out using Gaussian 03. MP2/6-311++G(d,p) NMR
calculations were also carried out in Gaussian 03, while the
calculation of MP2 shielding constants using Dunning’s correla-
tion consistent basis sets”” and the polarization consistent pcS-n
and aug-pcS-n basis sets of Jensen’> were carried out with
Turbomole 6.2.*' All calculations at the CCSD and CCSD(T)
levels of theory were carried out using CFOUR 1.0.* All NMR
shielding constants are calculated using the Gauge-Including
Atomic Orbital formulation.®* For the calculations of the
ZVPC to the FMA chemical shifts, the equilibrium geometry of
a planar FMA molecule was obtained at the MP2/cc-pVQZ level
of theory with CFOUR 1.0, exploiting the Cg symmetry of the
molecule. From this equilibrium geometry, the ZVPC to the
NMR isotropic shielding was subsequently calculated at the MP2/
cc-pVQZ level of theory using the method of Kern and Matcha®
as implemented in CFOUR 1.0.

For basis
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Table 2. Absolute Isotropic Chemical Shielding of the cis-N-
amide Proton in Gas-Phase FMA at the B3LYP, MP2, CCSD,
and CCSD(T) Levels of Theory Using Dunning’s Correlation
Consistent Basis Sets and the Polarization Consistent
Shielding Basis Sets of Jensen”

method

basis set size CCSD(T) CCSD MP2 B3LYP
cc-pVDZ 57 28.06 28.09 27.90 27.67
cc-pVTZ 132 27.29 27.35 27.16 27.17
cc-pVQZ 255 26.92 27.00 26.80 26.94
cc-pVSZ 438 26.78 26.86 26.65 26.83
eepvz(2) 26.64 26.73 26.50 26.73
pcS-0 44 29.32 29.36 29.31 28.88
pcS-1 66 27.55 27.58 27.40 27.29
peS-2 141 27.02 27.09 26.89 2691
pcS-3 321 26.75 26.83 26.62 26.77
Gpesn(®0) 26.67 26.78 26.57 2675
Texptl(ess) 2624

“ All values are given as ppm. The experimental value is obtained at 483
K.** 0(c0) is obtained using eq S and fitted over all values in the
corresponding series of basis sets. The size indicates the number of basis
functions in the system at the given basis set size. All shielding constants
are given in ppm.

3. RESULTS

3.1. Correlation and Basis Set Effects on the Chemical
Shift of the (N—)H Proton in Formamide. It is currently not
feasible to perform a complete basis set study at the CCSD(T)
level for Adgc of a FMA/benzene dimer. Instead, we perform
such a study of the chemical shielding of the cis-N-proton in FMA
and use the results to benchmark more approximate methods
that can be applied to FMA/benzene dimers (as described in the
next subsection).

Table 2 lists CCSD(T) chemical shielding values computed
using a B3LYP/aug-cc-pVTZ optimized geometry of FMA and
two different, systematic series of basis sets (cc-pVxZ and pcS-n).
Each set of calculations is used to extrapolate shielding constants
to the complete basis set limit (as described in the previous
section) and lead to very similar results: 26.64 and 26.67 ppm for
cc-pVxZ and pcS-n, respectively. In the following, we will refer to
26.64 ppm as CCSD(T)/CBS, since this value is extrapolated
using the largest basis set (cc-pVSZ) and since the Dunning-type
basis sets are constructed for the purpose of correlated wave
function calculations, whereas the pcS-n basis sets are con-
structed specifically for shielding constant calculations at the
HF and DFT levels of theory.

The CCSD(T)/CBS value is 0.40 ppm higher than the
experimental gas phase value obtained at 483 K of 26.24 ppm.
However, this experimental value includes vibrational effects and
is an average of the chemical shieldings of both amide protons.
The effect of vibrations at 0 K (i.e., the zero-point vibrational
correction) can be estimated relatively easily, as described in the
previous section. At the MP2/cc-pVQZ level of theory, the
ZPVC is —0.26 ppm, which, when used to correct the CCSD-
(T)/CBS value, results in a chemical shielding of 26.38 ppm—
within 0.14 ppm of experiment. The ZPVC correction is
unlikely to contribute significantly to Adrc, because it is a
shielding difference between two molecular systems with very

f %
@) (b) (©) (c)

Figure 3. Pictures of the four FMA/benzene dimers used in this study.
The resulting Adgrc calculated at various levels of theory for each
conformation can be found in Table 3, where Aéﬁc corresponds to
conformation a, Adx¢ to conformation b, and so forth.

similar vibrational normal modes of FMA. Thus, we in the
following focus on the electronic contribution to the chemical
shielding alone.

The CBS values computed using CCSD, MP2, and B3LYP are
all within 0.14 ppm of the CCSD(T)/CBS value, suggesting that
the amide proton chemical shielding is relatively insensitive to
electronic correlation effects in the limit of large basis sets.
However, it is quite basis-set-dependent as at least the cc-pVSZ
or the pcS-3 basis set is needed to get within 0.2 ppm of the
CCSD(T)/CBS, with the exception of MP2/cc-pVQZ, which
deviates by 0.16 ppm. We therefore choose MP2/cc-pVQZ for
the Ay calculations using the FMA/benzene dimers described
in the next subsection. Since Adgc is a relative shielding value
between two very similar systems, we expect that the MP2/
cc-pVQZ results are well within 0.1 ppm of what would be
computed with CCSD(T)/CBS and measured experimentally. A
factor not investigated here was the dependence on the used
geometry, which is known to cause deviations in calculated 1H
shielding constants on the order of +0.1 ppm—see for instance
Rablen et al.*

3.2.Scaling B3LYP Results to Those Obtained with Corre-
lated Wave Function Methods. In this section, high-level
correlated wave function methods are used to obtain a linear
scaling correction to the chemical shift contribution due to ring
current effects, obtained at the B3LYP/6-311++G(d,p)//
B3LYP/aug-cc-pVTZ level of theory.

Four dimer systems were selected from the large data set of
NMA /benzene dimers (see Figure 3), in such a way that the ring
current contributions (Adgc) in the four dimer conformations
cover a range from —0.72 ppm to +0.15 ppm, at the B3LYP/
6-3114++G(d,p) level of theory, in even sized steps. In these
dimers, the NMA molecule was replaced with the much smaller
FMA molecule, and the isotropic shielding was calculated using
various methods and basis sets. Here, the chemical shift is
modeled by

Aa}({l(r;corrected) ~ O_l[_)lrobe _ Ggimer (6)
where 01 is the shielding of the probe nucleus in the probe
molecule alone and o7} ™" is the shielding of the probe nucleus in
the probe molecule in the dimer. Note that an NMR calculation
for a reference dimer is not carried out, and the linear scaling
factor is unaffected, whether a reference calculation is carried out,
since this calculation would also have to be scaled by the same
factor. The results are collected in Table 3. We observe the
following:

1. Regardless of the basis set or method, the obtained Adgc’s
have a linear correlation to B3LYP/6-3114++G(d,p) data
of 0.992 or better (see the Supporting Information). It is
thus demonstrated that applying a linear correction based
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Table 3. Shielding Constant of the FMA Probe Proton in a
Vacuum for Each Method and Basis Set Used in This Section,
As Well As the Chemical Shift Ring Current Interaction
(AORc) for Each of the Four Different Conformations Used”

method Opva AOkc Adic Adac Adic scaling

B3LYP/6-311+-+G(dp) 27.64 —0.72 —043 —021 0.5
MP2/6-311++G(dp) 2770 —0.76 —045 —022 015 1.052
CCSD/6-311++G(dp) 2790 —0.75 —044 —022 0.5 1.033

CCSD(T)/6-311+ 2785 —0.73 —043 —021 015 1012
+G(dp)

MP2/cc-pVDZ 2790 —074 —043 —022 017 1.033
MP2/cc-pVTZ 2716 —077 —046 —023 017 1076
MP2/cc-pVQZ 2680 —081 —045 —022 013 1074
B3LYP/pcS-0 2888 —0.75 —042 —021 016 1.042
B3LYP/pcS-1 2729 —0.76 —044 —022 016 1056
B3LYP/pcS-2 2691 —0.80 —047 —024 014 1087
B3LYP/pcS-3 2677 —080 —047 —024 016 1.097
B3LYP/pcS-4 2676 —0.80 —047 —025 0.16 1.095
CCSD(T)/CBS 26.64

B3LYP/6-311+ —074 —043 —022 014 1004

+G(dp) (NMA)
“ Furthermore, the resulting scaling factor relative to data obtained at the
B3LYP/6-311++G(d,p) level of theory is noted. The B3LYP/
6-311+-+G(d,p) shieldings for the identical conformation with NMA
as a probe are given in the bottom row. All shielding constants and Adrc
values are given in ppm.

on correlated methods is a very good approximation. No
constant offset (intercept) greater that 0.01 ppm was found,
so the relationship between data obtained at the B3LYP
level of theory and data obtained using a correlated wave
function method is effectively a simple scaling factor. Thus,
the fit was carried out as

MO = kg AR "

where AORe*" is the Adgpc obtained at the B3LYP/6-
3114++G(d,p) level of theory, AL is the Adge ob-
tained using another method and/or basis set, and Kcaiing i
the fitted scaling constant. Here, the Adgpc values are
obtained via eq 6.

2. All Adgc values are within 0.1 ppm of one another,
including B3LYP/6-311-++G(d,p), which is used for the
932 dimer calculations. This supports our previous asser-
tion that it is easier to compute Adrc accurately compared
to the computation of absolute shielding constants. There-
fore, the Ay values listed in Table 3 are very likely within
0.1 ppm of what would be computed with CCST(T)/CBS
and measured experimentally.

3. As a result, all scaling factors are within 10% and will all
yield very similar results. However, on the basis of the
results in Table 2, we pick the scaling factor computed at
the MP2/cc-pVQZ level, where kyjing = 1.074.

4. The difference between ring current eftects acting on either
an FMA or an NMA probe was found at the B3LYP/
6-311++4G(d,p) level of theory to be a factor of 1.004 (see
Table 3). This suggests that results obtained using FMA as
a probe are, to a very good approximation, transferable to
systems where NMA is used as a probe.

Point-dipole Chemical Shift contribution [ppm]

-1
QM Chemical Shift contribution [ppm]

Figure 4. Correlation between the chemical shift predictions of the point-
dipole model and the chemical shifts obtained by eq 4 for a set of NMA/
benzene dimers using a best fit value of Bpp, = 3042 % 0.16 ppm A’.
The blue line represents the best fit between the two methods. The
linear correlation of the data set is 0.993.

3.3. Expressions for the BFactors. In the point-dipole model,
the definition of ipenzene = 1 is used, and the B factor in the point-
dipole model (Bpp) is obtained via a fit using the chemical shifts
obtained for all NMA/benzene dimers to their corresponding
G values in the point-dipole model (Gpp(7,0), see Supporting
Information), using the following formula:

A(SRC == BPDGPD( ?, 0) (8)

where A0 is the scaled QM calculated chemical shifts of the
amide protons using eq 4 and Gpp(7,0) is the geometric term of
the NMA/benzene dimers in the point-dipole model. This gives
a value of Bpp = 30.42 & 0.16 ppm A3, The linear correlation of
this fit is r = 0.993. See Figure 4 for a scatter plot of the fitted
data set.

In the literature, the trend has been to use formally derived B
factors in the Johnson—Bovey model (Bjs) and scale the relative
intensities accordingly.'® Following this, the analytical values of
Byg are used in the Johnson—Bovey model in this work. These
evaluate to —3.79 ppm and —3.25 ppm for five- and six-
membered rings, respectively. To facilitate an easy comparison
of the ring current intensities to those found by Case,"® a B factor
in the Haigh—Mallion model of By = 5.455 ppm A is adopted.

3.4. Fitting the Relative i Factors. Using the B factor
obtained in the previous subsection, the relative ring current
intensities of all ring types in the three ring current models are
obtained as the best fit of i when fitting the right-hand side of eq 4
to the right-hand side of eq 1.

The relative intensities of the two rings in tryptophan were
trivially fitted using a two parameter fitting routine, although the
contributions from the five- and six-membered rings were some-
what correlated. The fitted relative ring current intensities can be
found in Table 4, which also features a comparison to the i factors
found in other studies. A comparison is made to the values used
in the SHIFTX and SHIFTS programs and to the values obtained
for methane hydrogen by Case'® as used in SPARTA. The linear
correlation between the B3LYP/6-311++G(d,p) ring current
contributions and the predictions of the three approximations
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Table 4. Relative Ring Current Intensity Factors of the Different Side Chains, As Found in This Study, Compared to the Value of

Johnson—Bovey

Other Studies”
model point-dipole Haigh—Mallion

reference This Work SHIFTX® SHIFTS" Case'® SPARTA’®
PHE 1.00(0.02,007)  1.05(0.05,0.18)  1.00(0.05,0.17)  146(0.07,0.17)
TYR 0.81(0.02,0.10)  092(0.02,009)  0.84(0.02,008)  1.24(0.06,0.22)
HIS+ 0.69(0.02,005)  043(0.08,029)  0.90(0.06,0.12)  1.35(0.05,0.07)
HIS 0.68(0.03,006)  043(0.08,028)  090(0.07,0.11)  1.35(0.06,0.08)
TRPS 0.57(0.03,008)  090(0.03,0.11)  1.04(0.03,008)  1.32(0.04,0.15)
TRP6 1.02 1.04 1.02 1.24
B-factor 3042 ppm A® 5.13ppmA 5.455 ppm A 5.455ppm A

This Work

1.18 (0.03,0.06)
0.93 (0.02,0.09)
1.26 (0.03,0.05)
1.22(0.03,0.07)
0.97 (0.02,0.10)
1.18

5.455ppm A

18
Case

127 (0.03,0.14)
1.10 (0.04,0.10)
1.40 (0.03,0.08)
1.40 (0.04,0.09)
1.02 (0.02,0.10)
127

—3.25 ppmb
—-3.79 ppmb

This Work

1.13 (0.02, 0.06)
0.91(0.02,0.07)
1.27 (0.03,0.05)
125 (0.03,0.06)
1.06 (0.02,0.09)
1.18

—3.25 ppmh
—3.79 ppmb

“The RMSD associated with using the given intensity factor and B value is given as the first entry in the parentheses, and MAD as the second entry, for
each intensity factor. The RMSD and MAD are calculated over all dimer systems used in the fits to obtain intensity factors. The RMSD given for
tryptophan is the RMSD for a sum of both rings with the given intensities. * In the Johnson—Bovey model, values of —3.25 ppm and —3.79 ppm are used

for six- and five-membered rings, respectively.

were found to be r = 0.980 or better (see Supporting In-
formation), so using linear fits to determine the i factors is
evidently a very good approximation. For the data sets for each
ring type, chemical shift predictions of different sets of i factors
are compared to our QM data. We present the root-mean-square
deviation (RMSD) and the maximum absolute deviation (MAD)
of the data set. The RMSDs to our QM values are seemingly very
small for all sets of intensity parameters. However, this is mostly
due to the magnitude of the ring current effect in the dimers used
in the data set being on average very small, and RMSD is thus not
a very good measure in this case. Our intensities, however, do
have the lowest maximum RMSD of up to just 0.03 ppm, while
the competing methods have RMSDs of up to 0.08 ppm
(SHIFTX), 0.07 ppm (SHIFTS), 0.07 ppm (Case, Haigh—
Mallion), and 0.04 ppm (Case, Johnson—Bovey) for a residue type.
A much better metric than RMSD is in this case the maximum average
deviation (MAD) to QM values, which loosely corresponds to the
largest error one can expect from using a certain set of intensities.
In this metric, our method has a MAD of 0.05—0.10 ppm or
better, while the corresponding numbers for the competing
methods are 0.09—0.29 ppm (SHIFTX), 0.08—0.17 ppm (SHIFTS),
0.09—0.29 ppm (Case, Haigh—Mallion), and 0.09—0.14 ppm
(Case, Johnson—Bovey), for all residue types.

We note that the SHIFTX and SHIFTS predictions are, on
average, slightly lower than our prediction and those of Case.
One possible explanation is that the SHIFTX and SHIFTS
predictions are based on empirical parameters fitted to chemical
shifts measured for solution phase structures. These structures
may exhibit larger conformational fluctuations, leading to a net
larger average distance between the ring and the amide proton
compared to the X-ray structure as well as fluctuations in the
direction of the magnetic dipole arising from the aromatic side
chains and, therefore, a smaller ring current effect.

4. SUMMARY

We have presented sets of ring current intensity parameters for
chemical shift predictions with the point-dipole, Haigh—Mallion,
and Johnson—Bovey models. The maximum errors arising from
use of the presented parameters are judged to be within 0.1 ppm
from what would have been computed at the CCSD(T)/CBS for
a set of 932 test cases. Further improvements in computational

methodology are thus not expected to yield any significant
qualitative or quantitative improvement in chemical shift predic-
tion in proteins. Preliminary calculations at the B3LYP/6-
3114++G(d,p) level using methane as a probe and intermole-
cular geometries corresponding to those in Table 3 suggest that
the current parameters can be used to predict ring current effects
on CH protons to within 0.2 ppm.

The presented parameters are rigorously based on the under-
lying physical properties of aromatic molecules. Parameters
based on empirical models were found to perform worse on
our amide proton test set. Our report of the superiority of a
physics-based method over empirical methods is backed up by
the fact that the parameters obtained by Case'® through QM
methods have the same disagreements with the empirical meth-
ods as our parameters, despite the fact that the computational
methodology used by Case was somewhat different than ours.

Finally, we have made a detailed numerical comparison
between the point-dipole, Haigh—Mallion, and Johnson—Bovey
models. The chemical shift predictions of the three models were
nearly identical, and no outliers compared to our quantum
mechanical calculations were found in any of the three models.
Apart from reported problems with predictions of ring current
effects in macrocyclic rings, such as those found in porphyrins,**
which should be a nonissue for most uses in protein chemical
shift predictions, the three methods should yield results of
identical accuracy. Hence, we suggest that the point-dipole
model should be used in future chemical shift prediction soft-
ware, since (1) it both is computationally faster than competing
models, since it does not require any integral evaluation as
opposed to the Johnson—Bovey model, and contains significantly
fewer geometric terms than the Haigh—Mallion model and (2) it
is much easier to implement than the competing models.

B ASSOCIATED CONTENT

© Supporting Information. Thorough descriptions of the
point-dipole, Haigh—Mallion, and Johnson—Bovey models and
our implementations are described. The material also includes
sketches of the used molecules, linear correlation values and
scatter plots of the fits used to obtain the intensity values of
Table 4, and an additional investigation of the equilibrium
geometry dependence of FMA NMR shielding calculations.
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Excited-State Wave Functions for a State-Specific Hamiltonian:
Application to the Optical Spectrum of the Aqueous Electron
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ABSTRACT: We recently introduced a mixed quantum/classical model for the hydrated electron that includes electron/water
polarization in a self-consistent fashion, using a polarizable force field for the water molecules [ J. Chem. Phys. 2010, 133, 154506].
Calculation of the electronic absorption spectrum for this model is not straightforward, owing to the state-specific nature of the
Hamiltonian, the high density of electronic states, and the large solvent polarization response upon electronic excitation. Together,
these properties make it difficult or impossible to converge the polarizable solvent dipoles self-consistently for each excited-state
wave function. Here, we overcome this problem by means of an extended Lagrangian procedure for performing constrained
annealing in the space of electronic variables. By construction, this algorithm affords self-consistent, mutually orthogonal solutions
for any state-specific Hamiltonian, and we illustrate this approach by computing the optical spectrum of our polarizable model for
the aqueous electron. The spectrum thus obtained affords better agreement with experiment than previous, perturbative calculations
of solvent dipole relaxation. Strengths, weaknesses, and possible generalizations of this procedure are discussed.

I. INTRODUCTION

First observed directly in 1962," the aqueous (or hydrated)
electron, e (aq), has since that time been the subject of
numerous experimental and theoretical investigations.* Despite
numerous atomistic simulations of this species over the past 25
years,” it was not until quite recently that the Lorentzian decay on
the high-energy side of the ogtical absorption spectrum was
reproduced even qualitatively.”

Due to the highly quantum mechanical nature of the solute
(an electron), the dynamics and the bulk structure of e (aq)
have mostly been studied using one-electron pseudopotential
methods,>® " in other words, hybrid quantum mechanics/
molecular mechanics (QM/MM) procedures with an one-elec-
tron QM region. The ostensible simplicity of such models (only
one QM electron), combined with the importance of e (aq) in
the radiation chemistry of aqueous systems,”'>'' means that
these one-electron pseudopotential models have historically
been used to test a variety of mixed quantum/classical simulation
techniques.

We have recently developed a new one-electron pseudopo-
tential model that incorporates self-consistent polarization be-
tween the solvent (water) and the single “excess” electron.’
Results from this model compare favorably to ab initio calcula-
tions in (H,0), clusters, and various properties of the bulk
species, e~ (aq), are also reproduced reasonably well.> Our model
utilizes the AMOEBA water potential,'> which treats polarization
by means of inducible point dipoles located on each MM atom.
In our hydrated electron model,>" the electric field generated by
the QM wave function contributes to the total electric field that
polarizes these dipoles.

Because the induced dipoles represent electronic degrees of
freedom, they should respond (polarize) on the time scale of
electronic excitation. As such, it seems physically reasonable that
the calculation of excited states in our polarizable model should

v ACS Publications ©2011 American chemical Society

require a self-consistent calculation in which the solvent dipoles
are converged with respect to each excited-state wave function.
Because the QM Hamiltonian depends on the inducible dipoles,
the realization of such a procedure effectively renders the
Hamiltonian state specific, i.e., the nature of the Hamiltonian
depends upon the particular electronic state that one is attempt-
ing to calculate.

In previous work,” we encountered difficulties in obtaining
self-consistent, excited-state solutions to this effective Hamilto-
nian, owing to the fact that the energy gaps between states are
small (~0.1 eV), while the electronic relaxation energy of the
solvent is large (e.g., 1.4 eV for vertical electron detachment in
the bulk limit).®> This leads to frequent state switching during the
wave function/dipole optimization. Even if we were able to
converge the excited-state wave functions self-consistently with
the induced dipoles, the wave functions thus obtained would not
be mutually orthogonal, owing to the state-specific nature of the
effective Hamiltonian. In view of these difficulties, we have
previously resorted to the use of a perturbative correction for
the solvent’s polarization response upon excitation of the wave
function.** While this approach allowed us to make progress in
understanding the role of solvent polarization, it suffers from a
lack of mutual orthogonality among the excited-state wave
functions, owing to the state-specific nature of the perturbation.
As such, one might reasonably be concerned about possible
artifacts in the predicted oscillator strengths.

Here, we report a simulated annealing procedure in the space
of electronic variables (wave function amplitudes and induced
dipoles) by means of which the classical dipoles are converged
self-consistently with respect to each wave function. In addition,
our algorithm employs Lagrange multipliers to ensure that all of
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the wave functions are orthonormal, despite the state-specific
nature of the Hamiltonian. As a numerical demonstration of this
procedure, we calculate the electronic absorption spectrum of the
aqueous electron, using our polarizable one-electron model. The
orthogonality issue is general to QM/MM methods that employ
polarizable force fields, and therefore these ideas may be more
broadly applicable. (However, the large polarization energies that
we encounter may be unique to charged systems.)

Orthogonality is also an issue in certain self-consistent field
(SCF) methods. For example, Gill and co-workers'*'® have
recently introduced a maximum overlap method (MOM) that
attempts to find excited-state solutions to the SCF equations by
choosing the occupied orbitals at each SCF iteration, not in the
usual aufbau way but rather by selecting those molecular orbitals
that have the largest overlap with a set of user-specified guess
orbitals. This situation is similar to the problem outlined above in
that the effective Hamiltonian (Fock matrix) is state specific, and
the excited-state solutions are not mutually orthogonal. More-
over, there is a direct correspondence between our polarizable
QM/MM method and the SCF method. In the QM/MM
procedure, we use the one-electron density, |1/)|2, to compute
induced dipoles, then use these dipoles to construct an effective
Hamiltonian and finally diagonalize this Hamiltonian to obtain a
new density. This process is iterated to self-consistency. In the
SCF method, one uses the density to compute a new Fock
matrix. We believe that our algorithm can be modified for use
in the SCF procedure, in a manner that is conceptually (if not
computationally) straightforward, and we hope to report on
this in the future.

This paper is organized as follows: Section II provides a brief
overview of our one-electron pseudopotential model for e (aq)
and introduces the electronic annealing method. Details of the
calculations are given in Section IIL. In Section IV, we present
results for the optical absorption spectrum of e (aq) and draw a
comparison with results obtained previously, using a perturbative
treatment of the solvent’s polarization response. We discuss
certain formal aspects of the method, and some possible general-
izations, in Section V. Section VI provides a summary.

Il. THEORY

A. Polarizable QM/MM Model. We will not discuss our
hydrated electron model in detail but will only highlight those
aspects that are important to understand the annealing proce-
dure. As in many polarizable QM/MM models, the total
Hamiltonian in our model is a function of both the coordinates
of the MM atoms, {R ;}, as well as the induced MM dipoles, {i ;}.
The one-electron Hamiltonian can be written

H({g,}, { R})
=T+ Velef*wuter({ﬁi}){ i,}) + VMJVI({:L_"i}) { i,}) (1>

Here, T is the one-electron kinetic energy operator, Vejec_water i
the electron—water pseudopotential, and Vi is the molecular
mechanics (MM) potential energy function for the polarizable
water molecules. In our model, Vi is the AMOEBA water force
field."* The pseudopotential, Vijec—watery contains electrostatic
interactions between the electron and both the permanent and
the induced multipole moments of the water molecules. In
addition, it contains a repulsive potential that keeps the electron
from collapsing into the core molecular region.

The induced dipoles are obtained by solution of the equation:>"*
. MM —QM
u; = ai( F i T F ) (2)

in which @, is an (isotropic) polarizability for site i, F fVI _is the
electric field produced by the MM subsystem at site i, and F; FM
the electric field due to the wave function, also evaluated at 51te
i. It can be shown that the induced dipoles defined by ec;
minimize the total energy with respect to variations in 4 ;"¢
The one-electron wave function is determined by the solution of
the Schrodinger equation:

H({@} A RYIw) = Elw) (3)

In practice, |1) is replaced by ¢, a vector of amplitudes on a real-
space grid. In order to obtain self-consistent polarization, we
iterate eqs 2 and 3 to self-consistency. This procedure works well
for the ground state but is difficult to converge for more than one
or two excited states.

As a result of this difficulty we have, in previous work,
computed approximate excited states by means of a simple
perturbative scheme.”® To define the perturbation, we first
calculate the ground-state wave function |1) and some number
of excited state wave functions, |1,), using dipoles {,u )} that
are converged with respect to [tho). For each excited state, we
then obtain new dipoles, {pt } that are converged with respect
to |4,)), without relaxing |1,,). The quantity

W, = H({@"},{ R}) - H({a,

4
serves as the perturbation.”

The perturbatively corrected wave functions thus obtained are
not orthogonal, because the perturbation is state specific. How-
ever, they do turn out to be approximately orthogonal, with
typical overlaps on the order of ~0.1. Similar overlaps have been
reported in MOM-SCF calculations, yet oscillator strengths in
these calculatlons are in reasonable agreement with bench-
mark results.'* As such, we believe that the e (aq) spectra
computed using the perturbative approach are at least quali-
tatively correct.

B. Electronic Annealing Procedure. We next describe our
new algorithm to determine orthogonal excited states for state-
specific effective Hamiltonians. The idea is not entirely new and
is inspired by the Car—Parrinello molecular dynamics (CPMD)
method,'”'® wherein the electronic degrees of freedom are
propagated dynamically as classical variables. The CPMD ap-
proach can also be used to obtain ground-state, single-determi-
nant wave functions by clamping the nuclel in place and

“annealing” a guessed wave function.'”'® This amounts to a
systematic removal of the fictitious kinetic energy associated with
the electronic degrees of freedom. So far as we are aware,
however, this technique has not been applied to the annealing
of excited states. The main difference here, apart from the
obvious difference of having only one QM electron in the present
implementation, is that we constrain the wave function of interest
to be orthogonal to each previously determined wave function.
Doing this allows one to “march up” the manifold of excited
states. Each excited state will then be defined as the lowest energy
state that is orthogonal to all previously determined states. In a
sense, this is a natural generalization of the linear variation
method in elementary quantum mechanics.

Let ¢y denote the vector of wave function amplitudes that we
are interested in optimizing, and let {ci}f\’: 1 denote a set of

LARY (4
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previously determined states. Note that ¢, need not (and
probably does not) represent the ground state, but the notation
for the equations of motion will be simpler if we adopt a common
index for all of the vectors. Only ¢, is propagated in time, whereas
¢y, ..., €y are fixed. We also find it convenient to define a dot
product

Ngrid

' = (wi|1/)j> = 21 c,-hucjlﬂAT ()
=

where the sum runs over grid points and At is the volume
element defined by the cubic grid.

We insist that the new state, ¢y, be orthogonal to the pre-
viously determined states ¢, .., cy. Our method employs a
Lagrangian

I |
MeCo * Co +£/10(C0'C0 — 1) +

L=

| =
[

— Elco, {f@.},{ R} (6)

where the A; are the undetermined multipliers that enforce
orthonormality constraints. The parameter m, is a fictitious
electron mass, and E[co,{¢/ ;},{R;}] is the energy functional. In
principle, one could also propagate the induced dipoles dynami-
cally. Because updating the Hamiltonian is far more expensive
than minimizing the energy with respect to the induced dipoles,
however, we choose to converge the dipoles each time ¢ is
updated.

From the Lagrangian in eq 6, one obtains the following
equations of motion:

N
macy = —2Hco+ Y, Aici (7)
i=0

Here, and in what follows, we use H to denote the Hamiltonian
matrix, and for convenience we omit from our notation the
explicit dependence of H on {¢ ;} and {R ;}. In deriving eq 7, we
have assumed that all quantities are real valued.

In the limit that the fictitious kinetic energy goes to zero,
minimizing /” with respect to ¢, is equivalent to solving the time-
independent Schrodinger equation. Therefore, if we propagate
the electronic degrees of freedom according to eq 7 and system-
atically remove kinetic energy, we should eventually find a local
minimum where 8/7/9c, = 0, although this minimum certainly
need not be the global minimum. To remove kinetic energy, we
add a velocity-dependent friction term to the equations of
motion. Equation 7 is thereby modified, affording

N
1’7’16160 = —2Hcy + z /‘liC,' —

Vﬁ"eléo (8)

The friction parameter, y, has dimensions of reciprocal time.
This modified equation of motion is not conservative and does
not arise from any Hamiltonian.

We next develop our algorithm for propagating the equations
of motion in eq 8. For th1s we use a modified form of the velocity
Verlet (VV) algorlthm and follow closely the work and the
notation of Tuckerman and Parrinello,”* who developed a VV-
type algorithm to integrate the CPMD equations of motion. In
the case of no damping (y = 0), the appropriate VV equations for

our purpose are

00 ¢,

M) 2'Wlel i=

colt+0t) = colf) + Oteo(t) +

z 2Rel(t)
(%2)

¢ (t + %&) = &) + i Z Ae(t)  (9b)

Zmel Zmd i—

co(t+0t) = & <t+1(§t) + £(t + Ot)

M|

Z lvc, t+0t) (9¢)

2mel i=

Here, Ot is the time step, and f(t) = —2H c,(t) is the force on ¢, at
time t. Although we have written all of the vectors c; as functions
of time (in order to use a common index for ¢, and ¢;, which
facilitates a compact notation), the vectors {ci}fvz 1 are fixed, and
only ¢y is propagated forward in time. In other words

cizo(t) = cizo(t+Ot) (10)

As in the RATTLE method,” the undetermined multipliers in
eqs 9a—9c are allowed to have two different values, A} and 1},
representing coordinate and velocity constraints, respectively.
This is similar to the approach used to maintain orthonormality
constraints when integrating the CPMD equations of motion.”"

Upon substituting £(t) — £(t) — y maco(t) in eqs 9a—9c¢, one
obtains equations for the case of finite damping. The correspond-
ing VV algorlthm can be expressed in three steps. The first step
consists of both “coordinate” (¢y) and half-step “velocity” (c)
updates:

= ¢o(t) +(5t(1 —%yét) co(t) + (Zaf) f(t) (11a)

M|

Co(t +Ot)

z’o(”%at) - (1—%y5t)éo(t)+2(;:df(t) (11b)

The second step consists of corrections:

co(t+0t) = ¢co(t+0t) + i Xici(t) (12a)

i=0

oltstor) = tofestor)+ ¥ Na  (120)
O\ Tl Py T

where the intermediate quantities X; are defined below. The final
step is an update and a correction:

—1
&olt+0t) = <1+lyat> {eo <t+iat> Lo f(t+(§t)}
2 2 ey

(13a)

= &o(t+0t) + i Yici(t+Ot) (13b)

i=0

éo(t + ét)

Equations 12a, 12b, 13a and 13b employ the intermediate
quantities:
ot)*

' 2mel
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and

-1
Y, = i(l +%y6t> A (15)

2my

The values of X; and Y; are chosen to satisfy the constraint
equations:

Co*Co — 1 (163)

Co Ci£0 — 0 (16b)

We start by substituting the first update of the second step of the
algorithm, eq 124, into these constraint equations. The result of
this exercise is the following pair of equations:

1 = X2 +2Xo[co(t) - So(t + Ot)] + [So(t + Ot) - Eo(t + )] — % X?

Xi#o — —Eo(t+5t)-c,~ (17b)

Equation 17b can be solved for X, for each i > 0, and then eq 17a
affords X,. To obtain Y;, we first obtain velocity constraints by
differentiating eqs 16a and 16b with respect to ¢ and then
substitute the final velocity update, eqs 13a and 13b, into these
velocity constraints. The result is

Y; = — &o(t+0t)-ci(t +0t) (18)

In deriving eqs 17a and 17b, we have assumed that the
constraints are satisfied at time f, and in obtaining eq 18, we
have assumed that the position constraints (eqs 16a and 16b) are
satisfied at time t + Ot. In practice, this means that the dynamics
cannot start from a vector ¢, that does not satisfy the constraints
in egs 16a and 16b. At the beginning of the annealing procedure
for a particular state, the guess vector must be orthogonalized
against all previously obtained vectors.

Ill. COMPUTATIONAL DETAILS

We compute the optical absorption spectrum of the bulk
hydrated electron under periodic boundary conditions, using
Ewald summation for the long-range interactions.” Two hundred
geometries were taken from a ground-state MD run in a periodic
box that is 26.2015 A on a side and contains 600 water molecules,
corresponding to a density of 0.997 g/cm’. We solve the
Schrodinger equation on a grid with a spacing of 0.93 A, for a
total of 28° = 21952 grid points. Details of the simulation
protocol can be found in ref 5.

The zeroth-order states are obtained with the Davidson—Liu
method,* using a convergence threshold |l (H—-E)yl <1078
E}, as described in ref 13. We use these zeroth-order states to
generate a guess for the induced dipoles, {¢;}, which we use to
construct a Hamiltonian matrix. We then “anneal” the state of
interest, subject to the constraint that it remain normalized and
orthogonal to the previously determined states, as described
above. Prior to initiation of the MD procedure, we orthogonalize
the state of interest against all previous states, using the
Gram—Schmidt procedure, so that the constraints are satisfied
initially. The initial velocities (¢y) are taken to be zero. The
electronic degrees of freedom quickly pick up kinetic energy
since the guess vector is rarely near a minimum. Annealing
proceeds until the change in energy between successive MD

steps is less than 10~ ° Ey. (By that point, the total electronic
kinetic energy is also ~10~® E;.) At this point we have an
updated wave function that we use to induce new dipoles. This
procedure is repeated until the energy change between successive
dipole updates is less than 10~ ° Ej.

In a typical CPMD calculation, one has to choose the fictitious
electron mass and time step in such a way that the electronic
degrees of freedom are adiabatically decoupled from the nuclear
dynamics. (See refs 24—26 for an interesting discussion in the
context of extended-Lagrangian MD.) This is not an issue here,
as we are not propagating the nuclei; rather, we are trying to find
the Born—Oppenheimer surface, not propagate dynamics along
or near it. For this reason, we simply choose a time step and an
electronic mass such that the annealing is stable. We use 0t = 0.1
fs and m.= 400 au, but we have not attempted to optimize these
parameters. (We do find that for f = 0.1 fs, masses less than
200 au lead to a failure to maintain the constraints.) In our
calculations, the position and the velocity constraints are typically
satisfied to an average absolute error of 10 " and 10 ¢ au,
respectively.

The friction parameter, y, is chosen according to the recom-
mendation in ref 27, which is based on a three-point fit using
energies from successive steepest-decent steps. Since the initial
wave function guess may be far from the minimum, we found it
helpful to generate y several times during the MD routine; we do
this every S0 time steps. We find that the annealing typically
converges after 20—300 time steps if the guess is reasonable.
However, in cases where the guess is poor, it may take upward of
2000 steps. The Hamiltonian is not updated during this proce-
dure, so the annealing steps are quite inexpensive compared to
inducing new dipoles and updating the potential energy at each
grid point.

Below, we will compare the e (aq) spectrum obtained from
the annealing procedure to that calculated using the perturbative
scheme that was described in Section IL In the latter scheme, we
do not allow the perturbed wave function to mix with the ground
state, so that each perturbed state remains orthogonal to the
ground state, even though the excited-state wave functions are
not mutually orthogonal. (This at least ensures that the transition
dipoles are translationally invariant.) An electronic spectrum is
constructed from a histogram of oscillator strengths

2me

e wolkle)f (19

fo—un = (E. —Eo) Y

K € {xyz}

Wave functions were visualized with the Visual Molecular
Dynamics program,”® and isocontour values were generated with
OpenCubMan.” Calculations were performed with a simulation
code that is described in refs S and 13.

IV. RESULTS

A. Benchmark Tests Using Fixed Dipoles. Prior to applying
our procedure to determine the fully relaxed excited states of the
aqueous electron, we would first like to demonstrate the meth-
od’s effectiveness in the case that the induced dipoles are not
updated. That is, we will first verify that the annealing procedure
reproduces the lowest few eigenstates of a Hamiltonian where
the induced dipoles are converged to the ground-state wave
function (only), in which case there is no orthogonality problem.
For this test, we first determine the ground-state wave function
and induced dipoles with our standard method,"? then solve for
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the lowest 30 eigenstates of H with fixed dipoles. Next, we take a
set of vectors composed of random numbers and use these as
initial guess vectors for the annealing algorithm, fixing the
induced dipoles at the values previously determined for the
ground-state wave function.

Table I shows that the annealing procedure reproduces—with
high accuracy—both the excitation energies and the oscillator
strengths that are obtained by a straightforward Davidson—Liu
procedure. In this particular case, where the dipoles are fixed, the
states emerge from the annealing procedure in ascending order
of energy, indicating that the procedure does not become
trapped in any local minima and most likely locates global minima
of the constrained optimization problem. (Of course, there is no
guarantee that this will be the case once we allow the dipoles to
relax.) Using the convergence thresholds specified in Section III,
we can reproduce excitation energies to within ~10~* eV, which
is far smaller than the error intrinsic to the pseudopotential
model. Due to the completely random nature of the initial
guesses, the annealing procedure takes ~1500 steps to converge
in this example.

Table I. Excitation Energies (in eV) and Oscillator Strengths,
in the Absence of Dipole Relaxation, Computed Using Two
Different Algorithms

Davidson—Liu diagonalization electronic annealing

n E, - Eg Jo—n E,—Eo So—n

1 2.13004 0.294897 2.13009 0.294889
2 222616 0.306758 2.22618 0.306793
3 2.45889 0.271951 2.45890 0.272044
4 2.89899 0.002009 2.89901 0.001878
N 3.35058 0.007256 3.35084 0.007513
6 3.36738 0.001328 3.36724 0.001038
7 3.42538 0.000995 3.42542 0.001048
8 3.47247 0.010379 3.47247 0.010336
9 3.57655 0.000950 3.57662 0.000979
10 3.62341 0.006859 3.62349 0.006142

Because the annealing procedure employs a larger number of
constraints for higher-energy states as compared to lower-energy
states, one might question whether the accuracy of the computed
energies degrades as one marches up the manifold of states,
adding more and more constraints as the calculation proceeds.
The data in Table I suggest that this is not the case. For example,
the n = 8 excitation energy computed by means of the annealing
algorithm is closer to the Davidson—Liu result than is the n = 1
excitation energy. The accuracy is not degraded because the
annealing algorithm does not introduce any new constraints
beyond those imposed by linear algebra. For a fixed set of
dipoles, the exact (nondegenerate) eigenvectors of the Hamilto-
nian are necessarily orthogonal, and obtaining them via diag-
onalization or via Davidson’s procedure is equivalent to
minimizing the Rayleigh—Ritz quotient

_ (y|H|p)

 (ply) 20)

R[y]

subject to the constraint that |1,) must be orthogonal to all
lower-lying states, [, .., |,—1). Our annealing algorithm
simply provides an alternative means to enforce these constraints
and to carry out the Rayleigh-Ritz variational procedure in a
robust way.

Unlike this benchmark test involving fixed dipoles, the “right”
answer is no longer well-defined once we let the MM dipoles
relax. However, the very close agreement between the annealing
results and the Davidson—Liu results in this test gives us
confidence that our approach is a reasonable one, if one insists
(as we do here) that the relaxed wave functions should be
orthogonal to one another.

The excited states need not emerge in energetic order once we
allow the induced dipoles to relax. They would do so only if
the annealing procedure managed to find the global minimum of
the effective potential (with constraints) on each annealing cycle.
The presence of inducible dipoles appears to make this quite
challenging, as the states do not come out of the calculations in
ascending order. This gives us some pause and calls into question
the nature of our guess. We have run additional calculations in
which the guess for the annealing procedure is provided by the

Table II. Excitation Energies (in eV) and Oscillator Strengths Computed by Electronic Annealing, Using Two Different Initial Guesses

ordered by n* ordered by energyb
zeroth-order guess first-order guess zeroth-order guess first-order guess difference”

n E,—Eg fO"n E, — E, fO—‘n E,—Ey fO"n E, — E, fO—‘n E,— E, fo—-n

1 1.73894 0.133993 1.73894 0.133927 1.73894 0.133993 1.73894 0.133927 0.00000 0.000066
2 1.95139 0.237197 1.95140 0.237188 1.93676 0.028331 1.93668 0.028360 0.00008 0.000029
3 1.93676 0.028331 1.93668 0.028360 1.95139 0.237197 1.95140 0237188 0.00001 0.000029
4 2.10816 0.132911 2.10817 0.132922 2.10816 0.132911 2.10817 0.132922 0.00001 0.000011
S 2.11486 0.001157 2.28370 0.001407 2.11486 0.001157 2.11521 0.001104 0.0003S 0.000053
6 2.28397 0.001359 2.11521 0.001104 2.15224 0.000537 2.14726 0.000641 0.00498 0.000104
7 2.46492 0.001676 226762 0.004268 2.26925 0.004114 226762 0.004268 0.00163 0.000154
8 2.26925 0.004114 2.14726 0.000641 228397 0.001359 228370 0.001407 0.00027 0.000048
9 242928 0.001936 243138 0.001780 2.36290 0.003176 2.36278 0.003178 0.00012 0.000002
10 215224 0.000537 2.36278 0.003178 242928 0.001936 243138 0.001780 0.00210 0.000156
11 2.36290 0.003176 2.46681 0.001478 2.46492 0.001676 2.46681 0.001478 0.00189 0.000198

“ Excitation energies listed in the order that the states are generated by the annealing procedure. ” Excitation energies listed in ascending order of energy.
“ Difference in energies and oscillator strengths for the energy-ordered states computed using two different initial guesses.
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Figure 1. Absorption spectra fore™ (aq) in bulk water: (a) comparison of
spectra computed using zeroth-, first-, and second-order perturbative
treatments of the W, (eq 4) to the spectrum computed using the
annealing procedure proposed here; and (b) decomposition of the
annealed spectrum into contributions from various types of excited states.

first-order corrected wave function from the perturbative
scheme. Inspection of the energies and oscillator strengths
indicates that typically, the first four states are identical and
emerge in the same order for either initial guess. Table II shows a
typical case. The first four excitation energies are nearly identical
for either initial guess and emerge in the same order, but the
ordering is different starting with n = 5. However, both initial
guesses do find the same set of excitation energies through at
least n = 11.

The fact that the states do not come out energetically ordered
is worrisome because the constraints placed on a particular state
depend upon the order in which it is determined, and this should
effect the energy. In the latter columns of Table II we have
reordered the states energetically, and tabulated the differences
in excitation energies and oscillator strengths between the two
different initial guesses. The largest discrepancy in the energies
between the two initial guesses is only 0.005 eV. This is smaller
than the typical energy gap between states, and we therefore find
this to be a tolerable error. In principle, one could probably ensure
energetic ordering by annealing the same state several times,
starting from a variety of different guesses and taking the lowest
energy result in an attempt to find the global minimum for each set
of constraints. Another possibility would be to perform the
annealing, reorder the states energetically, and repeat the entire
procedure using the annealed states as guesses. We have not done
so here, owing to the smallness of the discrepancies between
energies obtained using different initial guesses.

B. Aqueous Electron Absorption Spectrum. Figure 1a com-
pares the absorption spectrum obtained using perturbative
techniques’ to that obtained using the annealing algorithm that
is described here. The experimental spectrum (reproduced from
the line shape parameters in ref 30) is also shown. With the
exception of the annealed spectrum, which is new, these spectra
have been described in detail in our previous work,> > but for
completeness, we briefly summarize these results here. At zeroth-
order in the perturbation, the peak intensity is blue-shifted
relative to experiment, and although this zeroth-order spectrum
does reproduce the main, Gaussian feature in the experimental
spectrum, it exhibits a gap in intensity just below 3 eV, which is
followed by a “hump” centered around 3.5 eV that is essentially a
photoelectron spectrum. The first-order correction for W,, shifts
the maximum into quantitative agreement with experiment and
also binds states that were (vertically) unbound at zeroth order,
meaning that the excitation energies were greater than the
vertical detachment energy. A second-order treatment of W,
affords a correction to the wave function and hence the transition
dipoles, and this has the effect of increasing intensity in the “blue
tail”.

The spectrum obtained from electronic annealing agrees
quantitatively with the second-order perturbation theory spec-
trum in the Gaussian region, but the annealing procedure shifts
even more oscillator strength into the higher-lying bound states
that comprise the blue tail. (All of the spectra in Figure 1 are
normalized to unit intensity at their respective absorption
maxima.) If anything, the blue tail in the annealed spectrum is
in better agreement with experiment than is the second-order
perturbation theory result.

Figure 1b decomposes the annealed spectrum into contribu-
tions from 1s — Ip transitions versus excitations into higher-
lying bound states. The 1p states are the only bright states, for an
aqueous electron modeled as a particle in a spherical box,® and
indeed the 1s — 1p excitations carry much of the oscillator
strength in the annealed spectrum. However, the 1p band has
significant energetic overlap with the higher-lying bound states,
which borrow intensity from the 1p states and give rise to a
significant “blue tail”. The states that comprise this tail are
unbound in the zeroth-order treatment, and we have previously
referred to them as “quasi-continuum, polarization-bound” ex-
cited states.* These states have very little oscillator strength at
zeroth order, but relaxation of the solvent dipoles allows them to
mix with (and borrow intensity from) the 1p states. For the
annealed spectrum, all 30 states that we calculate are vertically
bound. (The average vertical binding energy for the simulation
cell used in this work is 3.35 eV,® well into the blue tail in the
spectra shown in Figure 1.)

At zeroth-order in W, (what we have previously called the
“unrelaxed” approximation),”>? the states are ordered as follows.
The ground state is spherical (1s) and resides in a roughly
spherical solvent cavity, while the first three excited states are
p-like (1p). The fourth excited state is typically more diffuse and
can be identified as the 2s state by virtue of a radial node. Above
the 2s state are several states that resemble 1d states, but above
this it becomes difficult to assign particle-in-a-cavity quantum
numbers to the excited states, whose wave functions are quite
diffuse and contain many different lobes. The qualitative nature
of these states is not altered significantly by application of
second-order perturbation theory.

The annealing procedure, on the other hand, sometimes does
alter the initial guess wave functions in a qualitative way. In
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Figure 2. Examples of 1p- and 2s-like excited states of the aqueous
electron. Panels (a) and (c) depict the “unrelaxed” states (zeroth order
in W,), while panels (b) and (d) depict the wave functions that are
obtained by electronic annealing. The > opaque and translucent isosur-
faces encapsulate 70% and 95% of |1/J| , respectively.

particular, the annealing procedure appears to have the ability to
localize diffuse electronic states composed of largely disjoint
lobes and in some cases may enhance the oscillator strength
associated with these states, relative to the nominal bright states.
In cases where we observe such localization, the nodal character
of the state appears to be preserved, although this is only evident
if the wave function is plotted using an isosurface that encapsu-
lates nearly all of the electron density.

As an example, Figure 2 depicts the unrelaxed n =2 and n = 4
wave functions from the calculation reported in Table I as well as
the corresponding annealed wave functions from the calculation
reported in Table II. (The states are labeled in the order that they
are calculated by the annealing procedure, which need not be in
energetic order.) The unrelaxed 1p state shown in Figure 2a is
not altered by the annealing process in any substantive way
and is nearly identical to the n = 2 state in the manifold of
annealed excited states (Figure 2b). However, the annealed
analogue (Figure 2d) of the n = 4 zeroth order wave function
(Figure 2c) is more localized than its counterpart. The annealed
function appears p-like rather than s-like, if a large isosurface
contour value is used to plot the wave function. However, a
smaller contour that encapsulates more of the wave function
reveals s-like character. The transition from the unrelaxed to
the annealed wave function ( i.e., Figure 2c—d) enhances the
transition dipole of the state in question, because the localized,
annealed state has better overlap with the ground state and
furthermore sheds some of the pseudo-s-type symmetry that
causes the unrelaxed state in Figure 2c to exhibit a rather small
oscillator strength.

Comparison of Tables I and II seems to indicate that the n =3
state loses significant oscillator strength upon annealing, but an
inspection of the wave functions reveals that the state that
emerges as n = 3 from the annealing procedure actually corre-
sponds to the fourth excited state at zeroth-order. The latter
acquires significant oscillator strength upon annealing and drops
below a state with p-type character to become n = 3. While this
sort of reordering does not occur in the majority of the cases, it is
also not entirely uncommon.

(a) unrelaxed
Ay SRR Dok
')fgf*rb’féfm{ ",)()(

Figure 3. An excited electronic state of the aqueous electron with
d-type character. Panels (a) and (b) depict the zeroth-order (unrelaxed)
and annealed wave functions, respectively, using opaque and translucent
isosurfaces that encapsulate 70% and 95% of ||, respectively. Panel (c)
depicts the same annealed wave function as in (b) but plotted using
isosurfaces that encapsulate 70% and 99% of |y|”.

From the spectrum in Figure 1b, it appears that the highest-
lying 1p state carries somewhat less intensity than the two lower-
lying 1p states. This is partly an artifact of the manner in which we
analyzed the data, namely, we assumed in constructing Figure 1b
that the first three states are the 1p states, which is always true in
the perturbative approach but is occasionally not true following
annealing. Despite this occasional reordering of states, the 1p
states still carry the vast majority of the oscillator strength and are
still responsible for the Gaussian feature in the absorption
spectrum.

Figure 3 shows the zeroth-order and the annealed wave
functions for a d-type state. Using an isosurface that encapsulates

90% of || (F1gure 3b), it appears as though the annealed state is
effectively a “charge hop”, in which the electron is transferred a
sizable distance away from the cavity in which the ground-state
wave function is localized. However, Figure 3c depicts the same
annealed wave functlon, plotted using an isosurface that encap-
sulates 99% of |1/)| In the latter depiction, it is clear that the wave
function remains d-like, but the electron has largely localized into
one of the lobes. In this example, the annealed state has very little
overlap with the ground state, which results in a very small
transition dipole. States that have localized to such an extent as to
exhibit charge-transfer or charge-hopping character exhibit very
small oscillator strengths and thus do not contribute greatly to
the absorption spectrum. These states are most likely not
accessed in experiments that probe vertically excited states.
The “blue tail” does not arise from localized charge-hopping
states, such as that shown in Figure 3b and c. Rather, it arises due
to higher-lying, diffuse excited states that do have reasonable
overlaps with the ground-state wave function.**

V. DISCUSSION
According to the Thomas—Reiche—Kuhn (TRK) sum rule®"

ZfO—’n :Ne (21)

n>0

where N is the number of electrons. By construction, N, = 1 in
our pseudopotential model. In previous work,® we observed that
Jo—1+foeat * 0+ 4 fo—20 X 0.95 at zeroth-order, that is, the first
29 excited states account for 95% of the total oscillator strength.
A first-order correction for Wn reduces the electronic energy
gaps (E, — E,) but does not affect the wave functions, and as a
result, the total oscillator strength carried by the first 29 excited
states is reduced to ~0.8. At second order, the wave function is
corrected, and the total oscillator strength recovers, to ~20.9.
In the present treatment, however, we find that fo.; + -+ +
Jo—29 A 0.65.
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The question then arises as to whether the TRK sum rule is
preserved in the case of a state-dependent Hamiltonian and
whether or not the expression for fy—, in eq 19 is even valid in
such a case. Here, we address these questions in the context of the
proposed annealing procedure.

In principle, the annealing procedure provides a way to obtain
an infinite number of mutually orthogonal states, each of which is
an eigenfunction of a different Hamiltonian. For the purpose of
analyzing the sum rule in eq 21, let us make the (perhaps
dubious) assumption that this set of eigenfunctions forms a
complete orthonormal basis. Then to derive eq 21, one employs
the identity:

3= -0, )
m

In principle, H could be any of the aforementioned Hamilto-
nians. Inserting eq 22 into the expression

1

—0|[x, ps]|0) = 1 23

L Ol )10 3
and using a resolution of the identity, one obtains

i ZAOIln)] AL £]0) — COl[FL &lmnlefo)] =1 (24)

This equation is valid for any Hamiltonian and any complete
orthonormal basis. However, in order to obtain the sum rule in
eq 21 from eq 24, the basis states |#7) must in addition be
eigenstates of the same Hamiltonian. In the present case, how-
ever, each state is a solution to a different Hamiltonian so the sum
rule is not preserved by the annealing procedure. (As such,
nothing rests upon our dubious assumption that the states |n)
form a complete basis; the sum rule is not preserved, whether or
not this is in fact the case.)

Next, we address the question of whether or not eq 19 is a valid
formula for computing absorption intensities. In what follows, we
assume that the nuclei are clamped, and we consider the
electronic dynamics. The oscillator strength formula in eq 19
follows from time-dependent perturbation theory.>" If the sys-
tem is in state |n) at time ¢ = 0, then it seems reasonable that the
system evolves under the influence of the Hamiltonian for state
|n), H,. That is,

(W(1)) = e ™t/ n) = e~ Et/h|) (25)

where we have used the fact that I:In|n) = E,|n).

We now investigate the time evolution in the presence of a
time-dependent perturbation. We assume that the time-depen-
dent wave function can be written

(W(1) = Y eult)e ™/ |n) (26)

This expansion may seem suspicious in light of questions
regarding whether the basis {|n)} is complete. However, we
assume below that the system is initially in the ground state, and
we are only interested in the dynamics within the finite subset of
states that we have determined by means of annealing. In other
words, this basis constitutes the region of interest in Hilbert
space. To derive a formula for the transition probabilities, the
ansatz in eq 26 should next be inserted into the time-dependent
Schrodinger equation, but with which Hamiltonian? In the weak-
field limit, the traditional assumption is that the system occupies
the ground state at t = 0, ¢,(0) = 0,. It therefore seems

reasonable to assume that the dynamics is governed by the
ground-state Hamiltonian, so that

RIW(6) = (Ho+ V(1)[(t) (27)

These assumptions, together with the fact that the basis is
orthonormal, lead to the textbook®' dynamical equations for
the expansion coefficients c,(t). For this reason, we would argue
that eq 19 is still valid, even though the TRK sum rule is not.

The ambiguity regarding which Hamiltonian guides the
dynamics of the system is clearly an artifact of the model. The
inducible dipoles represent electronic degrees of freedom and
should respond on the time scale of electronic motion, i.e., these
degrees of freedom participate in the short-time dynamics that
results in absorption of radiation, and they ought to be included
in the quantum mechanical description of the system. Our decision
to treat some of the electronic variables (solvent dipoles) classically
leads to some ambiguity (multiple Hamiltonians) since we
do not have information regarding the short-time quantum
dynamics of these variables. This is to be contrasted with the
MOM-SCF technique'*'® that was mentioned in Section I In
that method, there is a single Hamiltonian but multiple
stationary points (solutions to the SCF equations). Since the
SCF energy, at least in Hartree—Fock theory, is the expectation
value of the true Hamiltonian, there is no ambiguity as to the
quantum dynamics.

In the case of the methodology pursued here, one way around
these difficulties would be to use a linear-response formalism,
which has been explored in the context of time-dependent
density functional theory (TD-DFT) in the presence of a
polarizable medium.*>** Here, however, we were interested in
a self-consistent, nonperturbative approach. In the future, it
might be interesting to compare results obtained from linear-
response theory to those obtained from our electronic annealing
procedure.

Finally, we would like to speculate that this annealing proce-
dure might be useful for MOM-SCF calculations. The MOM-
SCF method appears quite promising and avoids some problems
associated with TD-DFT. However, the excited-state wave
functions obtained in MOM-SCEF calculations are not orthogo-
nal, although preliminary results do not seem to exhibit any
adverse effects on oscillator strengths, possibly because the
deviations from orthogonality are small in cases examined so
far."* In any case, it is possible that the sort of electronic annealing
that is introduced here could eliminate any concern over
oscillator strengths. This technique might also be useful in the
context of excited-state Kohn—Sham simulations,>* nonadia-
batic (surface hopping) simulations utilizing CPMD,>® or “con-
strained” DFT calculations,*®*” each of which is potentially
subject to nonorthogonality problems. Extensions to many-
electron QM/MM methods using polarizable force fields are
also worth exploring.

VI. SUMMARY

We have introduced a novel “electronic annealing” procedure
that is capable of finding orthogonal solutions to a state-
dependent Hamiltonian. This procedure appears to be robust
and is capable of finding many such solutions. When applied to a
polarizable QM/MM model of the aqueous electron in bulk
water,” the electronic absorption spectrum computed by means
of electronic annealing is in reasonable agreement with results
obtained previously®® based on a perturbative treatment of the
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MM polarization response following excitation of the QM
region. In fact, the annealed spectrum is in slightly better
agreement with experiment, as compared to perturbative results.
In any case, these computed spectra all support the hypothesis
that electronic polarization (as described theoretically via atom-
centered inducible dipoles) binds additional excited states of the
aqueous electron and facilitates intensity borrowing from the 1p
states that carry most of the oscillator strength. The “blue tail” in
the optical spectrum of e (aq) arises from what we have termed
“polarization-bound quasi-continuum states”.* Here, we find that
electronic reorganization of the solvent can also cause diffuse
excited states of the electron to localize into “charge-hopping”
states. These excitations, however, carry very little oscillator
strength and do not make a substantial contribution to the
optical absorption spectrum.

In the future, we plan to explore generalizations of this
electronic annealing algorithm that are suitable for many-
electron QM calculations.
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ABSTRACT: A generalized, unique thermochemical hierarchy applicable for all closed shell organic molecules is developed in this
paper. In this chemically intuitive, structure-based approach, the connectivity of the atoms in an organic molecule is used to
construct our hierarchy called “connectivity-based hierarchy” (CBH). The hierarchy has several rungs and ascending up the
hierarchy increasingly balances the reaction energy. It requires no prior knowledge of the types of molecules and hybridizations for
the appropriate balancing of the bond types and the bonding environments of the atoms. The rungs can be generated by an
automated computer program for any closed shell organic molecule, and the first three rungs generate the simplest reactions for the
widely used isodesmic, hypohomodesmotic, and hyperhomodesmotic schemes. The generated reaction schemes are unique for each
rung and are derived in a simpler manner than previous approaches, avoiding potential errors. This work also suggests that for closed
shell organic molecules, the previously well-studied homodesmotic scheme does not have a fundamental structure-based origin. In a
preliminary application of CBH, density functional theory has been used to calculate accurate enthalpies of formation for a test set of
20 organic molecules. The performance of the hierarchy suggests that it will be useful to predict accurate thermodynamic properties

of larger organic molecules.

1. INTRODUCTION

Electronic structure theory has been widely used to make
thermod}rnamic predictions on organic molecules for over four
decades.'* Initially, in an era when sophisticated theoretical
methods were not yet developed, accurate methods to compute
the bond energies and the thermodynamic properties of organic
compounds were not available. Subsequently, introduction of the
isodesmic bond separation (IBS) scheme by John Pople in
1970*¢ enormously improved the accuracy of the predictions
using simple theoretical models such as Hartree—Fock theory
with moderate basis sets. Pople’s IBS scheme illustrated, for
the first time, the significance of appropriately balancing reaction
energies resulting in substantial error cancellation and yielding
better calculated accuracy.

Furthering the ideas developed by Pople, George and co-
workers in 19757 proposed the hybridization-based homo-
desmotic scheme (HS) of reactions for organic molecules. This
scheme sought to improve upon Pople’s IBS scheme and was
constructed to offer a superior balance of the bond types and the
hybridization of the atoms involved. Following this, a plethora of
schemes, some of which are called hyperhomodesmotic,"® semi-
homodesmotic,'" quasihomodesmotic, »13 homomolecular homo-
desmotic,'* isogeitonic,15 isoplesitoic,16 homoplesitoic,16 and
s-homodesmotic'”~'* have since been developed to successfully
predict various properties of organic molecules.

Recently, Wheeler, Houk, Schleyer, and Allen offer a detailed
account of the widespread inconsistency in the definition of the
term “homodesmotic scheme”.** Recognizing the need for great-
er uniformity and generality in such reaction schemes, they devel-
oped a general and a systematic hybridization-based hierarchy of
homodesmotic reactions for closed shell hydrocarbons. By uti-
lizing predefined reactants and products at each level of their

v ACS Publications ©2011 American chemical Society

hierarchy, they achieve an increased balance in the hybridization
and the covalent bonding environment of the carbon atoms with-
in the family of hydrocarbon molecules. They further rightly point
out the need for a general and a systematic hierarchy that spans
beyond hydrocarbons and is applicable to any organic molecule
containing any heteroatom (for instance, O, N, S, etc.). Finally,
acknowledging the enormous variety of functional groups that
can exist in organic molecules, they clearly indicate that prede-
fining reactants and products for various levels of a hierarchy in-
volving organic molecules is a prominent challenge. Thus the
construction of a generalized hierarchy for all closed shell organic
molecules has remained an open problem.*”*?°

An alternate approach to the construction of the generalized
hierarchy, i.e., one based on merely the connectivity of the atoms
in an organic molecule instead of utilizing predefined reactants
and products in a hybridization-based hierarchy, helps in over-
coming this challenge and solves this long-standing problem.
Such a hierarchy is applicable to all classes of closed shell organic
molecules and does not require significant effort to balance the var-
ious coefficients in the chemical equations employed in the hier-
archy. Another advantage of such a connectivity-based approach
is that it enormously minimizes the use of complicated terminol-
ogy that is sometimes used in the definition of the different homo-
desmotic schemes, without any compromise in the goal of preser-
ving the bond types and the hybridization of the atoms involved.

In this work, we develop the general and systematic connec-
tivity-based hierarchy (CBH) for closed shell organic molecules
containing various hetero atoms (e.g, N, O, F, P, S, Cl, Br), a variety
of functional groups (e.g., alcohols, amines, ketones, aldehydes,
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Figure 1. (a) A generic representation of the preservation of atom
connectivity. Atom A’s connectivity is preserved by keeping it connected
with atoms B and C. The wiggly lines merely indicate the extension of
the molecule. (b) A generic representation of the preservation of bond
connectivity. Bond A—B’s connectivity is preserved by maintaining the
C—A—B—D framework. The wiggly lines merely indicate the extension
of the molecule.

acids, thiols), and different molecular architectures (e.g., acyclic,
cyclic, branched, linear) to show how the reaction energy con-
verges better at each increased level in the hierarchy. Construction
of the hierarchy requires a knowledge of only the connectivity
and the types of bonds (single, double, triple) in the molecule, i.e.,
the chemical structure is all that is necessary, and the reaction
schemes can be generated in a simple and automated manner with
increasing levels of sophistication. We further go on to prove how
the CBH scheme satisfies the bond type and the hybridization
requirements set by Wheeler, Houk, Schleyer, and Allen in their
hierarchy. Finally, we apply CBH to compute the enthalpies of
formation of various closed shell organic compounds and demon-
strate how the higher levels of the hierarchy help achieve accurate
results using commonly used density functionals with modest
double- or triple-§ quality basis sets.

2. CONSTRUCTION OF THE GENERALIZED CBH FOR
ORGANIC MOLECULES

CBH features several rungs at increasing levels of sophistica-
tion. They are all based on the local structure and bonding in
the molecule under consideration. The rungs alternate between
atom- and bond-centric perspectives. The simplest, atom-centric
rung is the isogyric scheme™** where each heavy (non-hydrogen)
atom is extracted in its saturated valence state (e.g, each C as
CH,) by adding appropriate number of hydrogen molecules.
The number of hydrogen molecules equals the number of cova-
lent bonds between heavy atoms (counting a double bond as two
covalent bonds, etc.). This rung is named CBH-0. The next,
bond-centric rung (CBH-1) of the hierarchy is obtained simply
by extracting all the heavy-atom bonds in the molecule as isolated
valence-satisfied molecules (e.g., a carbon—carbon double bond

as H,C=CH,). This is identical to the widely used Pople’s
isodesmic bond separation scheme.* At CBH-2, we preserve the
immediate connectivity of all the atoms in the molecule, i.e.,
every heavy atom is extracted with its immediate bonding envi-
ronment (Figure 1a). Later, we will show that this is equivalent to
the simplest hypohomodesmotic reaction scheme developed by
Wheeler et al.”® Perhaps a more appropriate, simpler, and illumi-
native name is “isoatomic” scheme (vide infra). Finally, at CBH-3,
we preserve the immediate connectivity of all the bonds in the
molecule, i.e., every heavy-atom bond is extracted maintaining its
immediate connectivity (Figure 1b). Later, we will show that this is
equivalent to the simplest hyperhomodesmotic reaction scheme.
Higher levels can be defined in a similar manner. For example, at
CBH-4, we extract every heavy atom while maintaining two
immediate bonds. While additional higher levels can be defined
easily, in this paper, we restrict our discussion to the rungs most
likely to be useful, viz. CBH-1 to CBH-3.

In each rung, in order to avoid overcounting of the atoms and
bonds, additional molecules have to be included as reactants to
balance the equations. We show in this paper (vide infra) that this
can be accomplished in an elegant and automated manner. This
results from the connections between the products formed in
one rung and the reactants in the next higher rung of the hier-
archy (Figure 2). We illustrate the construction of CBH using a
simple example involving a single-ring system without any subs-
tituents, cyclopentadiene21 (CsHs, Figure 3a):

e CBH-0: based on the isogyric scheme.

C5H6 +7H, — 5CH4

e CBH-1: based on the isodesmic bond separation scheme.

C5H5 + 5CH4 g 3C2H6 + 2C2H4

e CBH-2: based on preserving the environment of the atoms
(vide infra for more details).

CsHg + 3C,Hg + 2C,Hy — C3Hg + 4C3Hg (propene)

e CBH-3: based on preserving the environment of the bonds
(vide infra for more details).

CsHg + C3Hg + 4C3Hg (propene) —
2C4Hg(1-butene) + C4Hg(1, 3-butadiene) + 2C4Hg(2-butene)

The first observation for this simple system is that the products
formed in the lower hierarchy appear exactly as the reactants in the
next hierarchy along with the parent molecule itself (Figure 2).
This is entirely understandable since we are progressively making a
larger part of the local bonding environment on both sides of the
reaction as similar as possible. For example, each pair of adjacent
heavy-atom bonds (products in CBH-1) shares a common heavy
atom (as reactants in CBH-1 as well as products in CBH-0).
Similarly, each pair of adjacent atoms preserving their immediate
environment (products in CBH-2) shares a common heavy-atom
bond (reactants in CBH-2 as well as products in CBH-1). Clearly,
the additional reactants at each level are necessary to take care of
the double counting that would otherwise be present. Since the
products in any hierarchy are easily derived from the local bonding
environment as noted earlier, the procedure can be easily auto-
mated giving considerable advantage to our scheme. For example,
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Figure 2. Showing the connection between various rungs of CBH. Reactants and products at the first rung (CBH-1) are obtained based on Pople’s IBS
scheme. Products of CBH-1 then become the reactants for the next rung (CBH-2). The products for CBH-2 are obtained by preserving the atom
connectivity as shown in Figure la. Reactants for the third rung (CBH-3) are in turn the same as the products for CBH-2. Products for CBH-3 are then

obtained by preserving the bond connectivity as shown in Figure 1b.

the CBH schemes can be written for other hydrocarbon ring
systems, such as 1,3-cyclohexadiene, cyclohexane, etc.

The scheme can also be easily extended to molecules contain-
ing heteroatoms. For example, if we take oxazoline (Figure 3b), a
simple heterocyclic ring containing oxygen and nitrogen where
every heavy atom has a different bonding environment, we have
the following reactions:

e CBH-0: based on the isogyric scheme.

C3H5NO + 6H2 - 3CH4 + NH3 + Hzo
e CBH-1: based on the IBS scheme.

C3H5NO + 3CH4 =+ NH3 + HzO e
C,Hg + 2CH;0H + CH3NH, + H,C=NH

o CBH-2: based on preserving the environment of the atoms
C3HsNO + C,Hg + 2CH;0H + CH;3NH, + H,C=NH —

CH,CH,NH, + CH;CH,OH + HOCH=NH
+ CH3N=CH, + CH30CHj;

e CBH-3: based on preserving the environment of the bonds

C3HsNO + CH;CH,NH, + CH;CH,OH
+ HOCH=NH + CH;N=CH, + CH;OCH; —
NHchchon + C2H50CH3 + CH3N=CHOH

Again, the products in one hierarchy become the reactants in
the next hierarchy, and the products of the balanced reaction
can be written by inspection or by an automated program. It is
worthwhile to observe here that, even for a simple molecule like
oxazoline, using a reaction scheme involving predefined reactants
and products may introduce complications in selecting and balan-
cing uniquely defined equations at the higher rungs of the hierarchy.

Thus far we have considered simple cyclic systems without any
branching or side groups. In order for us to construct the CBH
for any organic molecule, cyclic/acyclic and with/without a
branching group as well, we need to understand two additional
simple facets. Both are straightforward to implement and can also
be automated easily.

3. CANCELLATION OF THE MOLECULES REPRESENT-
ING THE TERMINAL MOIETIES

The first new facet that we consider involves molecules that
have terminal moieties. For example, in an n-alkane chain, the two
methyl groups at the two ends are terminal moieties. It is clear that
such groups are different from the units in a simple cyclic system
considered earlier. The principal difference is that such a terminal
moiety does not have two (or more) heavy-atom bonds. In such
cases, it is easy to see that (vide infra) the molecules representing
such terminal moieties need to be treated differently and get canceled
as reactants in the equations representing the next hierarchy.

Further, it is readily seen at different rungs of the hierarchy that
we have different molecules representing the terminal moieties.
For example, in n-heptanethiol (vide infra for the construction of
the CBH), the terminal moieties are the methyl and the thiol
groups. The molecules representing these moieties as reactants
in the different hierarchies are: methane and hydrogen sulfide at
CBH-1, ethane and methanethiol at CBH-2, etc.

The cancellation of the molecules that represent terminal
moieties can be seen using an example involving an open chain
molecule without branching, n-heptanethiol (C,H,S, Figure 3c):

CBH-0: isogyric

C7H168 +7H, — 7CH4 + st

It is clear that the molecules representing the terminal moieties
(one molecule of methane and a molecule of hydrogen sulfide)
do not appear as reactants at the next level. The CBH-1 scheme
is, thus:
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Figure 3. Various molecules used as examples to illustrate CBH: (a)
cyclopentadiene, (b) n-heptane thiol, (c) oxazoline, (d) cyclohexanone
and (e) propyl-pent-4-enoate.

CBH-1: after terminal moiety cancellation
C;H,6S + 6CH4 — 6C,Hs + CH;SH

The reaction representing the next hierarchy is:
CBH-2: preserving the environment of the atoms

C7H165 + 6C2H6 + CH3SH -
C,Hs + SC3Hg + C,HsSH 4 CH;3SH

Here, the products that maintain the local environments of each
of the heavy atoms, share some common species with the re-
actants. After cancellation of common species, we get

C7H168 + 5C2H6 - 5C3Hg + CzHSSH

(@)

(b)

Figure 4. (a) A generic representation of a branch point. Here the
branching point is the atom A. The molecule representing this
branch point as a reactant is counted twice at the bond-centric
rungs. (b) A generic representation of two branch points on the
same atom.

Again, the molecules representing the terminal moieties (one
molecule of ethane and a molecule of methanethiol) get canceled
in this hierarchy.
Using the same logic, one molecule of propane and a molecule
of ethanethiol gets canceled in the next hierarchy, and we get
CBH-3: after cancellation

C;H6S + 4C3Hg — 4C4Hyo (n-butane) + C3H;SH (n-propanethiol)

Overall, the molecules representing the terminal moieties (which
are products at a lower rung) do not appear in the next hierarchy.

4. TAKING BRANCHING INTO ACCOUNT: A MOLECULE
REPRESENTING A BRANCH POINT IS COUNTED TWICE
PER BRANCH

Given the enormous affinity of carbon toward catenation,
branching of certain bonds in the structural framework of an
organic molecule is very common. At any branching point in
an organic molecule, the atom at the branching point is
attached to one additional heavy atom in comparison to an
atom not at the branching point, i.e., there is an additional
covalent bond that needs to be considered at the branching
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points. These can be taken into account by adjusting the
coeflicients of the defining molecules that represent the
branch points. These molecules are counted twice per branch
when they occur as reactants (Figure 4a). Similarly, if there is
an additional branch (Figure 4b, e.g., the central carbon in
neopentane), then the molecule as a reactant has to be
counted thrice overall.

Such a coeflicient takes into account the overcounting that
would otherwise occur in a simplistic pairwise treatment of
intersecting bonds.>” It is important to note here that branching
occurs only with bonds. This is due to the fact that, while an atom
can be at the intersection of multiple bonds, each covalent bond
terminates at exactly two atoms. Thus, the phenomenon of
counting twice is applicable only at the bond centric-rungs, i.e,
at CBH-1 and CBH-3.

We illustrate this facet of CBH using cyclohexanone (C4H, 00,
Figure 3d) as an example. Here, the branching point occurs at the
carbonyl carbon. The molecule representing this branching point
at CBH-1 is methane. Therefore, methane needs to be counted
twice in CBH-1. Similarly, the molecule representing the branch
point at CBH-3 is acetone and hence is counted twice at that
rung.

CBH-O0:

CéH]OO +8H, — 6CH4 + Hzo

CBH-1: a combination of terminal moiety cancellation and
taking the branch point into account

CsH;oO + 7CH, — 6C,Hg + CH, O (formaldehyde)

Due to the terminal moiety cancellation, water does not ap-
pear in the reactants. On the other hand, due to methane repre-
senting a branching point, it is counted twice.

CBH-2:

C5H100 + 6C2H5 + CH20 -
SC3Hg + C3HgO (acetone) + CH,O

ie.,
CgH;pO + 6C,Hg — SC3Hg + C3HgO (acetone)
CBH-3: counting acetone twice

CsH;0O + 5C3Hg 4 2C3HgO —
4C4H,o (n-butane) + 2C4HgO (2-butanone) + C3HsO
ie.,
CeH,;00 + 5C3Hg 4+ C3HgO —
4C4H; (n-butane) + 2C4HgO (2-butanone)

The same procedure is thus adopted for any molecule
possessing a branched molecular architecture. The Supporting
Information features another example of the construction of
CBH for a more complex branched molecule.

5. STRAIGHTFORWARD BALANCING OF THE
CHEMICAL EQUATIONS AND AUTOMATED

CBH starts with the simple isogyric scheme at the lowest
rung (CBH-0). It preserves the atom and bond connectivities
such that products of a lower rung occur as the reactants at
higher rungs—with two minor modifications: First, the
terminal moieties get canceled out. At bond-centric rungs
(CBH-1 and CBH-3), molecules representing a branch

position are counted twice per branch. Since these are the
only features of CBH, balancing of the chemical equations
involved in the hierarchy naturally follows the construction of
the hierarchy. Further, since the CBH is entirely automated,
given any molecule, the reaction schemes are generated
with ease.

6. GENERAL AND UNIQUE FOR ANY CLOSED SHELL
ORGANIC MOLECULE AND AVOIDS COMPLICATED
TERMINOLOGY

Our hierarchy is based on the connectivity of the atoms in an
organic molecule. Hence, it is independent of the elements
present in the organic molecule. This makes it general for all
organic molecules. Since the connectivity of the atoms in a mole-
cule is fixed, there is only one way of constructing the hierarchy.
Thus, CBH is unique for any organic molecule. CBH therefore
does not offer the scope for definition-based inconsistencies
noted by Wheeler, Houk, Schleyer, and Allen in the homodes-
motic schemes (vide supra).

Moreover, the hierarchy does not involve any complicated
terminology. The only terms used in the hierarchy are: (a)
CBH, connectivity-based hierarchy; (b) molecule represent-
ing a terminal moiety; and (c) molecule representing the
branch point.

7. HOW DOES CBH PRESERVE HYBRIDIZATION AND
BOND TYPES?

In this section, we show how CBH, in addition to being general
and unique for all closed shell organic molecules, preserves the
hybridization and the bond types as prescribed by Wheeler, Houk,
Schleyer, and Allen in their homodesmotic hierarchy for hydro-
carbons as well. Propyl-pent-4-enoate (CgH;40,, Figure 3e),
having both carbon atoms as well as heteroatoms in different
states of hybridizations, is chosen as an example to demonstrate
the preservation of hybridization and the bond types. Since CBH-0
corresponds to the trivial, isogyric scheme, which is known to
have considerable imbalances in the reaction energies,476’20 we
henceforth start only from the CBH-1 rung.

CBH-1:

CsH;40, +H,0 + 7CH4 — SCyHg + C,Hy + H,CO + 2CH30H

This rung of CBH, utilizing Pople’s IBS scheme, corresponds
to the RC2 level of the homodesmotic hierarchy for closed shell
hydrocarbons developed by Wheeler, Houk, Schleyer, and Allen.

CBH-2:

C8H1402 + 4C2H6 + 2CH3OH e

C3Hs (1-propene) + CH3;COOH (acetic acid)
+ 3C3H; (propane) + CH3;0CHj (ether) + C,H;OH

This rung maintains the numbers of all heavy atoms in their
different states of hybridization as well as the numbers of all
heavy atoms (regardless of the hybridization state) attached
to the appropriate number of hydrogens (0—3). Thus, the
CBH-2 rung corresponds to the RC3 (hypohomodesmotic)
level of the n-homodesmotic hierarchy for closed shell
hydrocarbons. Due to the confusion in the existing literature
on the names of thermochemical schemes, we would like to
suggest a more appropriate, much simpler and illumina-
tive name “isoatomic” scheme for this useful rung, since it
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Table 1. Zero Point and Thermal Corrected Mean Absolute
Reaction Energies (kcal/mol) Computed Using CBH*"

density functional CBH-1 CBH-2 CBH-3
BPWI1 26.51 1.38 0.93
BMK 28.79 1.13 0.52
B3LYP 26.15 1.30 0.65
Mo0s5-2X 31.71 115 0.59
Mo06-2X 31.00 1.53 0.70
TPSSh 25.88 1.08 0.62
B2PLYP 29.52 0.95 0.51

“ All the geometries were optimized at the B3LYP/6-31G(2df,p) level. A
scale factor of 0.9854 was applied to the harmonic frequencies obtained.
?6-311+-+G(3df,2p) basis set was used throughout.

preserves the immediate environment of all the heavy atoms
in an organic molecule.
CBH-3:

CgH140, +2C3Hg + CH3;0OCH; + C,HsOH
+ CH3COOH (acetic acid) —
C4Hg(but-1-ene) + C4Hjo (n-butane)
+ C,HsCOOH (n-propanoic acid)
+ CH3COOCH; (methyl acetate)
+ C2HsOCHj (ethyl methyl ether)
+ C3H;OH (n-propanol)

CBH-3 maintains the number of bond types for all heavy-atom
bonds (e.g, H;C—0, H,C—0, HC—0O, C—O0, etc.) as well as the
numbers of each type of heavy atoms in the same hybridization
state (sp’, sp’, sp) attached to appropriate number of hydrogens
(0—3). This is as prescribed at the RCS (hyperhomodesmotic)
level of the homodesmotic hierarchy for closed shell hydrocarbons.

The same logic can be extended to all the closed shell organic
molecules, and it can be easily shown that CBH preserves the
appropriate hybridizations as well as the bond types. It is im-
portant to note here that, throughout the construction of the
hierarchy, we present a general, physical picture of an organic
molecule, solely based on the connectivity of the atoms in the
molecule. Terms such as hybridization and bond multiplicities
are never used herein. Yet, the hierarchy preserves (vide supra)
both the bond multiplicities as well as hybridization.

8. WHAT IS THE REASON FOR THE WIDESPREAD
DEFINITION-BASED INCONSISTENCY?

Since our physically motivated, chemical structure-based method
does not correspond with the homodesmotic scheme but instead
maps appropriately with the hypohomodesmotic and hyperhomo-
desmotic schemes developed by Wheeler et al,*° this work enables
us to point out that, in general, for any closed shell organic molecule,
the homodesmotic scheme does not have a fundamental structure-based
origin. This is the principal reason for the widespread definition-
based inconsistencies noted in the homodesmotic scheme. Wheeler
and co-workers had previously noted that multiple definitions of
“homodesmotic reactions” are available for the family of closed shell
hydrocarbons but simply observed that “homodesmotic reactions
must be considered a special case.”*’

A final important point to note is that many different hypo-
and hyperhomodesmotic schemes can be written for a given
molecule. However, by merely examining the chemical structure

Table 2. Computed Reaction Energies using CBH”

molecular formula chemical name CBH-1 CBH-2 CBH-3
C4H;oN, piperazine 21.77 422  —=3.16
CsH,00 3-pentanone 26.95 0.64 —0.04
CsH,00, isopropyl acetate 59.68  —1.76 0.57
CsHjsS ethyl propyl sulfide 1076 —0.26 0.07
CsH3NO, 6-aminohexanoic acid 57.48 —127 —0.10
Ce¢H;,0 cyclohexanol 23.13 —143 —1.53
CgH,,0 cyclohexanone 30.77 —3.15 —3.67
CsH 1S cyclohexanethiol 19.05 —140 —0.62
CeH,;,Cl cyclohexyl chloride 21.88 —126 —158
CgH,3Br n-hexyl bromide 14.01 —028 —0.14
C,H,,0 cyclohexanal 28.18 —2.61 —092
CH,6S 1-heptanethiol 1518 —027 0.6
CgH;sN octanenitrile 26.63 —0.78 0.11
CgH 0N dibutylamine 2217 —097 —0.53
CsH, 4,0, propyl pent-4-enoate 6594  —2.2S 0.19
CgH,60 t-butyl isopropyl ketone ~ 37.06  —2.99 0.04
CioHys 2-decyne 3040 —256 —0.08
CyoHoN caprinitrile 31.58 —0.90 0.06
C1H, N 1-cyanodecane 3392 —1.10 —0.10
C,H,,0 decyl methyl ketone 43.53 —-053 —0.57

% At the MO6—2X/6-311++G(3df2p) // B3LYP/6-31G(2dfp) level
of theory. The reaction energies include zero-point and thermal correc-
tions (see text).

of any organic molecule, the simplest and unique reaction
schemes are the ones generated using our CBH-2 and CBH-3
rungs. Overall, the n-homodesmotic reaction scheme for closed
shell hydrocarbons indicated by Wheeler et al.*” is similar in spirit
to our hierarchy. However, our structure-based formalism is
much more general, applicable to a substantially wider variety of
molecules and avoids any definition-based inconsistencies noted
previously in the homodesmotic hierarchy. Further, it is easily
constructed without using predefined reactants and products,
resulting in substantial simplicity in the implementation.'

9. TEST SET

In our efforts to duly represent the enormous structural variety
of organic compounds, we have chosen organic molecules
containing the following features: a variety of functional groups
(for instance, alcohols, amines, ketones, aldehydes, acids, thiols),
hetero atoms (N, O, F, S, Cl, Br), and different molecular
architectures (for instance, acyclic, cyclic, branched, linear).
Our test set consists of 20 molecules containing between 6 and
12 heavy atoms, consistent with our goal of applying these
methods to larger and more general classes of organic molecules.
The complete test set is provided in the Supporting Information
as well as in Table 2 (vide infra).

10. COMPUTATIONAL METHODS

All the computations have been performed using the Gaussian
09”* suite of programs. In this initial evaluation study, we have
used seven different density functional methods, possessing
different rungs of exchange and correlation energy functionals.
They are: (a) the BPW91 generalized gradient approximation
(GGA) functional,** 2 (b) the kinetic energy density (7) de-
pendent BMK functional,”” (c) the popular B3LYP***® hybrid
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functional, (d and e) Truhlar’s meta-exchange—correlation func-
tionals, M05-2X>* and M06-2X,*" (f) Perdew and Scuseria’s
hybrid meta-GGA functional TPSSh,** and (g) Grimme’s dou-
ble-hybrid functional B2PLYP.>

To obtain reliable geometries, we use the same level of theory
as employed by the popular G4 method,*** ie, B3LYP/6-31G-
(2dfp) level. A scale factor of 0.9854 was applied in the calculation
of the zero point and thermal corrections to the enthalpy. The
optimized geometries were then used in single point calculations
using the six different density functionals (vide supra). Six different
modest-sized basis sets, three with Pople-style (6-314+G(d,p),
6-31G(2df}p), and 6-311++G(3df,2p)) and three with Dunning-
style (aug-cc-pVDZ, cc-pVTZ, and aug-cc-pVIZ) have been
used in these single point computations to study the effect of
the basis sets. While much larger basis sets are needed to get
converged results, we use these more practical, modest basis sets
to evaluate if they are sufficient to have significant error cancella-
tions. As expected from the systematic construction of the CBH,

Table 3. Zero Point and Thermal Corrected Mean Absolute
Reaction Energies (kcal/mol) for Different Pople and Dun-
ning Style double- and triple-{ Basis Sets"”

basis set CBH-1 CBH-2 CBH-3
6-31+G(d,p) 30.76 1.66 0.79
6-31 g(2dfpp) 3041 1.20 091
6-311++g(3df,2p) 31.00 153 0.70
aug-cc-pVDZ 29.67 1.88 0.79
cc-pVTZ 29.93 1.40 0.76
aug-cc-pVTZ 30.02 142 0.72

“ All the geometries were optimized at the B3LYP/6-31G(2df,p) level. A
scale factor of 0.9854 was applied to derive the zero point and thermal
energies. ® The M06—2X density functional was used throughout.

we do indeed observe that they lead to considerable cancellation

(vide infra).

11. RESULTS AND DISCUSSION

We evaluate the performance of CBH in two steps: In the first
step, we evaluate the reaction energies for a test set of mole-
cules at the different rungs of the hierarchy. Since there is an
increasingly better matching of the bond types, the reaction
energies should get smaller at the higher hierarchies. This is
similar to the approach used by Wheeler et al. In the second step,
we apply the CBH to evaluate the enthalpies of formation for the
set of molecules at different hierarchies and compare to the
available experimental data.

A. Performance of CBH: Reaction Energy Convergence
Table 1 provides the mean absolute values for the reaction
energies computed at the different rungs of CBH. It can be
readily seen that, for all the density functionals, as we go from
CBH-1 to CBH-3, there is a greater balance of the bond types
leading to a decrease in the calculated reaction energies. At CBH-1,
the mean absolute value of the reaction energies varies from
25 to 31 kcal/mol (Table 1). It is consistently observed that, both
at CBH-2 and CBH-3, the mean absolute reaction energies are
less than 2 kcal/mol. In fact, the numbers obtained at CBH-3
level indicate convergence to the subkcal/mollevel. These results
suggest that chemical accuracy (typically taken to be +1—2 kcal/
mol) may be possible even with such simple theoretical models.

A glance at Table 2 reveals the performance of the individual
molecules at the three rungs (data for the M06-2X functional are
given in Table 2, and data for the rest of the functionals are given
in the Supporting Information). For all the molecules, irrespec-
tive of the functional used, reaction energies at CBH-1 are found
to be endothermic. At CBH-2 and CBH-3, significant improve-
ment is seen: the smaller reaction energies indicating better

Table 4. Difference between Experimentally Determined Enthalpies of Formations and Computed Enthalpies of Formation (298
K, expt—theory, kcal/mol) at the Various Rungs of CBH {M06-2X/6-311++G(3df,2p)//B3LYP/6-31G(2dfp)}

molecular formula chemical name expt AHy
C4H (N, piperazine 6.0°
CsH;,0 3-pentanone —61.7"
CsH,00, isopropyl acetate —115.1°
CsH,,S ethyl propyl sulfide —25.03°
CgH3NO, 6-aminohexanoic acid —115.28"
Ce¢H;,0 cyclohexanol —69.3
CeH,00 cyclohexanone —55.23"
CsH15S cyclohexanethiol —22.88"
CeH,;Cl cyclohexyl chloride —39.79°
CgH, 3Br n-hexyl bromide —35.88¢
C,H,,O cyclohexanal —56.2¢
C,H6S 1-heptanethiol —35.73¢
CgH,;sN octanenitrile —12.1°
CgH 0N dibutylamine —40.89°
CgH 140, propyl pent-4-enoate —95.1°
CgH,60 t-butyl isopropyl ketone —80.86"
CioHs 2-decyne 5.63°
CioH 0N caprinitrile —21.9¢
C;H, N 1-cyanodecane —27.10°
Cy,H,,0 decyl methyl ketone —96.62°

= CBH-1 CBH-2 CBH-3
L5 —3.61 —6.38 0.98
0.2 0.04 112 0.33
0.1 —2.62 —0.66 0.11
0.19 —1.71 —0.28 0.28
0.72 —3.24 —2.2$ 0.29
0.2 —2.99 —1.02 —0.93
0.21 —3.32 —1.96 —1.61
0.19 —-3.19 —1.38 —0.95
0.46 —3.14 —2.53 —0.72
0.49 —=2.77 —1.28 —1.21
NA —4.70 —2.57 —1.29
0.23 —2.01 —0.37 0.72
0.36 —-1.72 —1.06 0.71
0.76 —5.61 —6.18 —2.88
0.8 —2.40 0.05 1.84
0.29 —2.58 0.19 —0.55
0.82 —0.73 —1.61 0.47
0.43 —2.20 —1.14 0.86
0.48 —2.88 —1.62 0.50
0.59 —3.15 —0.97 —0.09

“ Experimental enthalpies of formation taken from the NIST Web site. © Experimental enthalpies of formation taken from ref 36.
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Figure 5. Pictorially depicting the errors (experiment—theory, vertical
axis, kcal/mol; also see Table 4) for all the molecules used in the test set.
The molecules listed in the horizontal axis follow the same order as listed
in Table 4. Data are provided here at the M06-2X/6-311++G(3df,2p)
// B3LYP/6-31G(2df,p) level of theory. Supporting Information pro-
vides the data for rest of the density functionals used.

balance for the various heteroatom substituents as well as for
different molecular architectures.

B. Cases When the Reaction Energies Do Not Appropri-
ately Get Balanced. When CBH is constructed for an aromatic
molecule, such as azulene, it is clear that the aromaticity is not
preserved. This leads to imbalances in the reaction energies at
various rungs (see Supporting Information). Similarly, for a
strained bicyclic organic compound such as camphor, the extent
of the ring strain is not exactly balanced upon the construction
of CBH. Thus, the reaction energies do not converge for
such strained molecules at the different rungs (see Supporting
Information).

A molecule such as hexafluoro-2,4-hexadiyne nicely illustrates
the significance of appropriately preserving the electronic
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Figure 6. A comparison of the errors (experiment—theory, vertical axis,
kcal/mol) in the enthalpies of formation of all the molecules used in our
test set at the CBH-3 rung using different density functionals. The
molecules listed in the horizontal axis follow the same order as listed in
Table 4 (and Tables S8—S13 in the Supporting Information).

environment in leading to a balance in the reaction energies.
For this diyne, (see Supporting Information) at CBH-2 there is a
considerable imbalance in the reaction energies. However, at
CBH-3 the reaction energy is well balanced. A possible reason might
be that, in the construction of CBH-2 for hexafluoro-2,4-hexadiyne,
the products side does not involve any molecule which has a fluorine
atom as well as a triple bond in the same molecule, i.e., the electronic
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environment of hexafluoro-2,4-hexadiyne is not appropriately pre-
served. At CBH-3, the products side does involve a molecule which
has a fluorine atom as well as a triple bond in the same molecule, and
hence the reaction energy gets balanced at CBH-3.

C. Effect of the Basis Sets. CBH works robustly with both
Pople-style as well as Dunning-style basis sets. Table 3 demon-
strates how the mean absolute values for the reaction energies
converge better as we move up the hierarchy. CBH performs well
for the double- as well as triple-G basis sets, once again
illustrating the enhanced balancing of reaction energies at the
higher rungs of the hierarchy. It is also observed that, for each
rung, the mean absolute reaction energies do not oscillate much
(Table 3) upon changing the basis sets. At CBH-3, for all the
basis sets employed, convergence of the unsigned averages for
the reaction energies toward subkcal/mol is noticed as well.
Thus, even by merely using double- and triple-{ basis sets
routinely employed by even nonexperts in theory these days, a
very high degree of convergence in the reaction energies is noted,
thereby illustrating the practical utility of CBH.

D. Performance of CBH: Application to Computing En-
thalpies of Formations. Table 4 contains the difference be-
tween the experimentally determined enthalpies of formations
and the computed enthalpies of formation (at 298 K, kcal/mol)
at the various rungs of CBH [M06—2X/6—311+—|—G(3df,2p)//
B3LYP/6-31G(2df,p) shown with the results for the rest of the
functionals provided in the Supporting Information]. At each
rung, the computed reaction energies have been used in con-
junction with the experimentally determined enthalpies of for-
mation for all the molecules that appear as reactants and products
(at that particular rung). Experimental enthalpies of formation
have been obtained from the NIST Web site and reference.>**
Errors in the computed enthalpies of formation for all the
molecules are shown pictorially in Figure S (as well as in the
Supporting Information) for the different rungs of the hierarchy.

For most of the molecules (Table 4, Figure S, and Supporting
Information), the difference between the experimentally ob-
served enthalpies of formations and the corresponding computed
values (kcal/mol) decreases dramatically as we go from CBH-1 to
CBH-3. For the M06-2X functional (Table 4), the largest error at
the CBH-3 level (—2.88 kcal/mol) occurs for dibutylamine. It is
interesting to note that a nearly identical error for dibutylamine
occurs for all seven density functionals (Table 4, Supporting
Information). Figure 6 shows the errors in the computed en-
thalpies of formation for all the molecules at the CBH-3 rung for
each of the seven functionals. There is clearly some correlation in
the performance of the different density functionals. This may be
useful in the future to separate the contributions of systematic vs
random errors in such calculated enthalpies of formation.

Table 5 lists the mean absolute errors in the calculated
enthalpies of formation for the 20 molecule test set for the 7
different density functionals used. Substantial improvement is
noted on ascending from CBH-1 to CBH-2 in all cases with the
best results for the B2PLYP functional. As expected, (based on
the smaller changes in reaction energies, Table 1), going up from
CBH-2 to CBH-3 leads to a less dramatic improvement. For all
except the lowest rung BPW91 functional, some improvement is
seen on going from CBH-2 to CBH-3. The most prominent im-
provement is noted with Truhlar’s M0S-2X and M06-2X func-
tionals, though Grimme’s B2PLYP double hybrid functional also
has a mean absolute deviation of less than 1 kcal/mol. The mean
absolute deviation from experiment is less than 2 kcal/mol at
both CBH-2 and CBH-3 levels for all the density functionals,

Table 5. Mean Absolute Errors in the Calculated Enthalpies
of Formation (298 K, kcal/mol) using CBH*"

density functional CBH-1 CBH-2 CBH-3
BPWI1 7.22 1.59 1.68
BMK 4.93 1.29 1.00
B3LYP 7.57 1.56 1.17
MO0S5-2X 2.07 1.37 0.75
Mo06-2X 2.73 1.73 0.86
TPSSh 7.85 1.30 1.29
B2PLYP 421 1.15 0.89

“6-311++G(3df,2p) basis set was used throughout. bExperimental
enthalpies of formation taken from the NIST Web site or from ref 36
(see Table 4 for more details).

remarkable considering the size of the molecules and the modest
levels of theory used (DFT with DZP or TZP basis sets).
Overall, at the higher rungs of the hierarchy, sub kcal/mol ac-
curacy is readily achieved in the enthalpies of formation as well as
the reaction energies, thus indicating the widespread utility of CBH.

12. CONCLUSIONS AND SCOPE

In this work, we have developed the connectivity-based hier-
archy (CBH), general and unique for all closed shell organic
molecules. Construction of the hierarchy is straightforward, and
it does not involve any complicated terms. The hierarchy pre-
serves the hybridization and the bond types for all closed shell
organic molecules, thus generalizing the homodesmotic hierar-
chy for closed shell hydrocarbons developed by Wheeler, Houk,
Schleyer, and Allen to all closed shell organic molecules.

Generalization of their hierarchy to all organic molecules,
constructed utilizing predefined reactants and products, presents
the challenge of encompassing the massive structural variety pos-
sible with organic molecules. By employing a physical picture based
merely on the atom connectivity in an organic molecule, we are able
to generalize our CBH to all closed shell organic molecules, thus
solving a long-standing problem in theoretical thermochemistry.
Ascending up the rungs of CBH offers a greater reaction balance.
We have demonstrated using different density functionals here,
that, with merely using double- or triple-C basis sets, satisfactory
reaction energy balance can be obtained. The success of CBH,
however, depends on how well the environment of a molecule is
preserved. Thus in certain cases, such as in aromatic molecules
and strained molecules, when the aromaticity or the ring strain is
not appropriately preserved, the reaction energies do not get
balanced, even at higher rungs of the hierarchy.

Application of CBH to compute enthalpies of formations of
various organic molecules shows that the computed values agree
well with respect to experimentally observed values. We are cur-
rently working on theoretical predictions of thermochemical pro-
perties of a variety of organic molecules using CBH with density
functional theory as well as wave function-based methods.

B ASSOCIATED CONTENT

© Supporting Information. The performance of all the
molecules in the test set using different functionals are provided.
This material is available free of charge via the Internet at http://
pubs.acs.org.
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ABSTRACT: Ozone and sulfur dioxide are valence isoelectronic yet show very different reactivity. While ozone is one of the most
reactive 1,3-dipoles, SO, does not react in this way at all. The activation energies of dipolar cycloadditions of sulfur dioxide with
either ethylene or acetylene are predicted here by B3LYP, M06-2X, CBS-QB3, and CCSD(T) to be much higher than reactions of
ozone. The dipolar cycloaddition of ozone is very exothermic, while that of than sulfur dioxide is endothermic. The prohibitive
barriers in the case of SO, arise from large distortion energies as well as unfavorable interaction energies in the transition states. This
arises in part from the HOMO—LUMO gap of sulfur dioxide, which is larger than that of ozone. Valence bond calculations also show
that while ozone has a high degree of diradical character, SO, does not, and is better characterized as a dritterion.

B INTRODUCTION

We have recently computed activation barriers and reaction
energies for 1,3-dipolar cycloaddition reactions (3 + 2 cy-
cloadditions) of 48 1,3-dipoles" as part of a general investigation
of the factors that control reactivities in 1,3-dipolar cycloaddi-
tions. We were struck by the very great difference between the
reactivity of ozone, O, which reacts with virtually all CC multiple
bonds, and SO,, which is so unreactive that it is not even
considered a 1,3-dipole. This prompted a more detailed inves-
tigation of the various cycloadditions, such as those outlined in
Scheme 1, that these species can undergo, as well as an explora-
tion of the differences in reactivity.

The 1,3-dipolar cycloaddition” is a powerful synthetic tool
used in materials chemistry,” drug discovery,* and chemical
biology.” Quantum chemistry calculations® and molecular dy-
namics investigations” have shown that the 3 + 2 cycloaddition
of 1,3-dipoles to C—C multiple bonds occurs via a concerted
transition state, as proposed by Huisgen.®

The factors controlling reactivity in 1,3-dipolar cycloadditions
have recently been elucidated.”'* Frontier molecular orbital
(FMO) theory'® is a successful qualitative reactivity model for
1,3-dipolar cycloadditions. This model commonly involves the
use of approximate quantum mechanical methods and the calcu-
lation of electronic properties of isolated reactants. To evaluate
the cycloaddition reactivity, conceptual density functional theory
and configuration mixing also have been employed."' We have
found that most of the activation energy of a 1,3-dipolar cy-
cloaddition is due to the distortion of the reactants.'" Interaction
energies, such as FMO effects, slightly reduce these barriers. The
distortion energies of 1,3-dipolar cycloadditions of ethylene and
acetylene and for substituted alkenes and alkynes correlate rather
quantitatively with activation energies.'” Recently, Hiberty de-
monstrated that the diradical character of 1,3-dipoles is related to
computed activation barriers,"> with lower barriers correlated
with more substantial diradical character, but the correlation is
not quantitative.

v ACS Publications ©2011 american chemical Society

Scheme 1. Possible Cycloaddition Reactions of Ozone or
Sulfur Dioxide with Ethylene
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Ozone (O3), which like all 1,3-dipoles is represented in an all-
octet valence bond structure as a zwitterionic (dipolar) species,*
readily reacts with alkenes and alkynes."> This reaction is used for
the synthesis of ketones, aldehydes, and epoxides or derivatives.'®
Early work employing natural orbital occupation and generalized
valence bond com})utations showed the significant diradical
character of ozone,'” and ab initio studies have shown that the
1,3-dipolar cycloaddition of ozone occurs via a concerted transi-
tion state.'® Barriers for these reactions are difficult to compute
using standard computational approaches, leading to predicted
activation enthalpies for the cycloaddition of O3 with ethylene
and acetylene ranﬁing from 2 to 18 kcal/mol and S to 23 kcal/
mol, respectively.~ Recent high-accuracy focal point extrapola-
tions yielded activation enthalpies for the cycloadditions with
ethylene and acetylene of 5.3 and 9.4 kcal/mol, respectively.”’

Sulfur dioxide (SO,), in which the central oxygen atom of
ozone is replaced by sulfur, has the same Lewis structures as
ozone.”! The geometries of SO, and Oj are similar, with bond
angles of 120° for SO, and 117° for O5. The bond length of SO,
(143 A) is longer than the bond length of O3 (1.27 A)?
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Scheme 2. Geometries of Ozone, Sulfur Dioxide, and the Transition States and Cycloadducts of 1,3-Dipolar Cycloadditions with
Ethylene and Acetylene Calculated by the CCSD(T)/cc-pV(T+d)Z Method

Although many 3 4 2 cycloadditions of ozone are known, there is
no experimental report of a 3 4 2 cycloaddition of sulfur dioxide
(SO,), and when sulfur dioxide and an alkene or alkyne are
mixed, no dioxathiolane is formed.”

As shown in Scheme 1, there are three possible cycloaddition
pathways for the reaction between SO, and ethylene. The 3 + 2
cycloaddition generates the 1,3,2-dioxathiolane 1b. A previous
theoretical investigation** showed that this 3 + 2 cycloaddition
can proceed on a graphite surface at 900 °C. Although the
reaction energy, ring strain of products,” and reactivity toward
carbon surfaces*® of SO, have been studied, the activation energy
of the 3 + 2 cycloaddition of SO, with simple alkenes or alkynes
has not been reported. The endothermic 2 + 2 cycloaddition
generates 1,2-oxathietene 2-oxide (2b).***” The reverse reaction
of the thermal extrusion of SO, from 2b is used to generate a
double bond via a proposed concerted pathway.*® The genera-
tion of 2 + 1 cycloaddition product thiirane 1,1-dioxide (3b) is
also endothermic.”” Oxidation of thiirane by oxone gives 3b,
which is a general method to prepare thiirane 1,1-dioxide.” The
thermal extrusion of SO, from 3b gives the alkene.>® The
methanolysis of complex 3b is used to generate methyl
2-methoxyethanesulfinate.>’ In the present work, we focus on
the different reactivities of ozone and sulfur dioxide in 3 + 2
cycloadditions.

B COMPUTATIONAL METHODS

Optimized geometries, reaction barriers, and reaction energies
were computed at the B3LYP/6-311+G(d), M06-2X/6-3114+-G-
(d), CBS-QB3, and CCSD(T)/cc-pV(T+d)Z levels of theory.
B3LYP* is the most widely used hybrid generalized gradient
approximation (GGA) functional.>> M06-2X is a recently devel-
oped hybrid meta GGA functional parametrized for nonmetal
atoms.* It has been benchmarked against a number of main-group
energetic databases and is suitable for main-group thermochemistry
and kinetics,”® provided that adequate inte%ration grids are used.>>
The complete basis set (CBS) methods™® strive to eliminate er-
rors that arise from basis set truncation in quantum mechanical
calculations by extrapolating to the CBS limit by exploiting the N' ~
asymptotic convergence of MP2 pair energies calculated from pair
natural orbital expansions. In particular, CBS-QB3 uses B3LYP/6-
311G(2d,dp) geometries and frequencies®” followed by CCSD-
(T), MP4(SDQ), and MP2 single-point calculations and a CBS

extrapolation.®® While ordinarily reliable, CBS-QB3 has previously
been shown to predict anomalous activation energies in some
cases,”® including for 1,3-dipolar cycloadditions of ozone to
ethylene and acetylene.”® These errors have been shown®° to arise
from the exclusive reliance on MP2 to recover basis set effects.
Consequently, in this work, geometries and energies were also
computed using CCSD(T)* paired with the cc-pV(T+d)Z basis
set.*** At this level of theory, benchmark values™ for the reaction
barriers of O3 + C,H, and C,H, are reproduced within 0.5 kcal/
mol, and the corresponding reaction energies are within 1.0 kcal/
mol. Use of this modified form of the standard cc-pVTZ basis set of
Dunnjng40b has been shown to be necessary to achieve qualitatively
correct geometries and energies for some sulfur-containing
molecules.**® All B3LYP, M06-2X, and CBS-QB3 calculations
were performed here using the Gaussian 09 package,*" while the
CCSD(T) calculations were performed using CFOUR.*

Reported molecular orbital energies were evaluated at the
RHF/6-311++G(2d,p) level of theory to avoid the poor
estimates for ionization potentials of small molecules provided
by Kohn—Sham orbitals. The large basis set also can give better
estimates of unoccupied orbital eigenvalues.*’

Finally, the diradical character of various species was quanti-
fied using valence bond (VB) theory,"* a powerful tool to
calculate the weights of VB structures for 1,3-dipoles.'>* Here
the D-BOVB*® approach was used to calculate the weights of VB
structures for ozone and sulfur dioxide. The VB calculations were
carried out with the Xiamen VB (XMVB) package.*’

B RESULTS AND DISCUSSION

1. Competition of the Dipolar Cycloaddition Reactivity
between Ozone and Sulfur Dioxide. The geometries of the
transition states and products for the dipolar cycloaddition of
ozone and sulfur dioxide with ethylene and acetylene are shown
in Scheme 2. Ozone (4) reacts with ethylene to form the primary
ozonide 1a via transition state 5-ts. In this transition state, the
O—0 bond length increases by 0.02 A, and the O—O—O0 bond
angle is reduced about 5°, compared to isolated O3. The forming
C—O bond is 2.19 A. In product 1a, the O—O bond is increased
to 1.44 A, and the bond angle is reduced to 101°. The activation
energy for the dipolar cycloaddition of ozone and ethylene is
known to be only 3.4 kcal/ mol,*® and as seen in Table 1, all but
the CCSD(T) method underestimate this value. The reaction is
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Table 1. Activation Energies and Reaction Energies for the
1,3-Dipolar Cycloaddition of Ozone and Sulfur Dioxide to
Ethylene and Acetylene

B3LYP CBS-QB3 MO06-2X CCSD(T)
S-ts —LS 0.3 —-13 3.6
la —57.7 —=S5S.1 —74.9 —57.3
6-ts 2.7 4.7 2.9 8.0
7 —65.6 —60.9 —79.2 —64.1
9-ts 39.9 494 39.3 51.0
1b 2.0 17.1 —12.2 13.7
10-ts 43.2 52.6 43.6 54.7
11 —10.0 8.6 —20.7 4.1

highly exothermic (AE = —56.4 kcal/mol),** and CBS-QB3 and
CCSD(T) predict values in qualitative agreement with this
benchmark result. B3LYP vyields a similar prediction (—57.7
keal/mol), while the M06-2X reaction energy is about 20 kcal/mol
too exothermic.

Sulfur dioxide reacts with ethylene to form cycloadduct 1b via
transition state 9-ts. The O—S bond length increases 0.10 A in
the transition state, and the O—S—O angle is reduced by 20°.
The forming C—O bond is 1.90 A. These geometric differences
demonstrate that the transition state 9-ts is significantly later
than 5-ts. B3LYP and M06-2X predict an activation energy of 40
kecal/mol, and the CBS-QB3 and CCSD(T) data are higher still
by about 10 kcal/mol. In the geometry of dipolar cycloaddition
product 1b, the O—S bond length increased to 1.66 A, and the
O—S—0 bond angle is reduced to 92°. These geometric distor-
tions going from reactant to product are more severe than for
ozone. CBS-QB3 and CCSD(T) predict that the dipolar cy-
cloaddition of sulfur dioxide with ethylene is endothermic by
17.1 and 13.7 kcal/mol, respectively. The endothermicity of this
reaction is consistent with the late transition state. M06-2X, on
the other hand, predicts that this reaction is exothermic by 12.2
kcal/mol.

The dipolar cycloadditions of ozone and sulfur dioxide with
acetylene follow the same trends as ethylene. Transition state 10-
ts is significantly later than 6-ts, and the activation energy of the
dipolar cycloaddition between sulfur dioxide and acetylene is
about 41—48 kcal/mol higher than between ozone and acetylene.
The predicted reaction energy for the dipolar cycloaddition of O
to acetylene is 56—70 kcal/mol more exothermic than for SO,.

2. Distortion and Interaction of the Dipolar Cycloaddition
Reactivity between Ozone and Sulfur Dioxide. For bimole-
cular reactions, distortion—interaction energy analysis is a pow-
erful tool to explain reactivity trends.'>*® In this analysis, the total
activation energy (AEY) is decomposed into the sum of distor-
tion energy (AEgq) and interaction energy (AE,,) between
distorted reactants (see Figure 1).

Table 2 shows the distortion energies and interaction energies
of the transition states (5-ts, 6-ts, 9-ts, and 10-ts). The CCSD(T)
calculations show that for the dipolar cycloaddition of ozone with
ethylene (S-ts), the distortion energy is 4.0 kcal/mol and the
interaction energy is —0.3 kcal/mol. For the dipolar cycloaddition
between sulfur dioxide and ethylene (9-ts), the distortion energy
is 30 kcal/mol larger and the interaction energy is repulsive by
16.5 kcal/mol. The results for the cycloaddition to acetylene
follow the same trend; both the distortion and interaction
energies of the dipolar cycloaddition between sulfur dioxide and
acetylene are larger than between ozone and acetylene. Although
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