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ABSTRACT:We have revisited the general constructing schemes for a large family of stable hollow boron fullerenes with 80þ 8n
(n = 0, 2, 3, ...) atoms. In contrast to the hollow pentagon boron fullerenes with 12 hollow pentagons, the stable boron fullerenes
constitute 12 filled pentagons and 12 additional hollow hexagons, which are more stable than the empty pentagon boron fullerenes
including the “magic” B80 buckyball. On the basis of results from first-principles density-functional calculations, an empirical rule for
filled pentagons is proposed along with a revised electron counting scheme to account for the improved stability and the associated
electronic bonding feature.

Since the discovery of C60 buckyball 25 years ago, the fas-
cinating properties and promising applications of the syn-

thetic carbon allotropes—fullerenes, nanotubes, and graphene—
overwhelmingly illustrate their unique scientific and technolog-
ical importance.1,2 As boron and carbon share an abundance of
bonding similarities,3�10 there has been a tremendous amount of
interest in the search for nanostructured counterparts of carbon
allotropes. Among efforts in exploiting hollow inorganic cage-like
structures, the theoretical prediction of a highly stable “magic”
B80 buckyball

3 by the groups of Szwacki, Sadrzadeh, and Yakobson
has received a great deal of attention.11�20 The boron buckyball
B80 is structurally analogous to the eminent C60,

1 with 60 boron
atoms placed at the corners of a truncated icosahedron that
constitutes 12 pentagons and 20 hexagons, along with an extra 20
boron atoms in the center of each hexagon.3 The 20 capping
atoms stabilize the cage of the identical icosahedral (Ih) symme-
try as the C60 buckyball.

The novel chemical bonding pattern of B80 provides crucial
insights into the nature of boron nanomaterials and has prompted
considerable efforts in designing associated nanostructures such
as endohedral complexes,9 solids,10,11 and hydrogen storagemedia.12

Inspired by the B80 buckyball configuration, construction rules
for a family of stable boron fullerenes were proposed.13 More-
over, careful examination of the chemical bonding of B80 bucky-
ball with triangular and hexagonal motifs led to re-evaluation of
boron sheets and nanotubes composed of purely puckered trian-
gular structures, revealing more stable R-boron sheet (R-BS).5

Baruah and co-workers reported that the “magic” Ih-B80 bucky-
ball was vibrationally unstable and further showed that a relaxa-
tion of the Ih-B80 buckyball leads to a vibrationally stable Th

structure.16 In the present paper, an alternative means for con-
structing a structurally inequivalent vibrationally stable Th struc-
ture is demonstrated, and a transition state geometry between the
two Th structures is also presented. On the other hand, recent ab
initio simulation studies have unveiled a few lower energy
structures built by an icosahedral B12 core along with a shell of
pentagonal and hexagonal pyramidal units.18,19 These new
developments raise questions regarding the relative stability of
boron cages.

In accordance with the “Aufbau principle”,23 stable boron
conformations can be constructed from two basic building
blocks: the pentagonal pyramid B6 and the hexagonal pyramid
B7. The hexagonal B7 is the precursor for convex and quasi-planar
boron clusters and thus closely correlates to the R-BS and the
associated boron nanotubes.5 On the other hand, the pentagonal
B6 unit is an aromatic component that has attracted revived interest
in planar boron clusters such as B19

�.4 In this regard, we have
studied a volleyball-shaped B80 fullerene that is lower in energy
than the previously assumed B80 buckyball.

20 Contrary to the
core�shell structured B12@B68, it preserves the desired electro-
nic properties as the boron counterpart of C60.

20

A natural question arises as to whether there exists a “magic”
boron fullerene in lieu of the latest developments.18�22 An
important consequence of the stability for the B80 volleyball is
that, in addition to the hollow pentagon, hollow hexagon, and
filled hexagon,13 it is necessary to add the pentagon pyramid in
the building blocks.20 Herein, we present a revised constructing
scheme and demonstrate that the migration of capping atoms
from hexagonal pyramides to pentagonal rings leads to highly
stable boron fullerenes. Consequently, the electron counting rule
is revisited by taking into account the effect of enhanced stability
related to the B6 pentagonal pyramides.

We have employed first-principles calculations based on local
and semilocal density-functional approaches. For selecting struc-
tural conformations and geometry optimizations, gradient-cor-
rected Becke�Lee�Yang�Parr (BLYP) parametrization24,25 of
the exchange�correlation was used along with a double numer-
ical (DN) basis set as implemented in the DMol3 package.26 The
local density-functional calculation results were subsequently
rectified through a semilocal approach using Becke-3�Lee�
Yang�Parr (B3LYP) for the exchange�correlation functional,24,25

with the 6-311G basis set as implemented in the TeraChem
package.28 The optimization of atomic positions was performed
for local and semilocal calculations, which proceeded until the
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forces were less than 0.01 eV/Å and the change in energy was less
than 5 � 10�4 eV.

It is instructive to examine the buckyball and volleyball
structures of B80, as shown in Figure 1. The structure of the
vibrational stable Th-B80 (Th-A)

16 consists of 20 filled hexagons
and 12 empty pentagons.3 The filled hexagons are arranged in a
snowdrop-like pattern, as highlighted in Figure 1.13 The snow-
drop constitutes a central hexagonal pyramid surrounded by
three hexagonal pyramides and three “hollows” (hollow penta-
gons or hexagons). By contrast, the B80 volleyball can be viewed
as the 12 outward capping atoms migrating from hexagonal
pyramids to the centers of 12 empty pentagons.20We illustrate in
Figure 1 the transition state between the buckyball and volleyball
of B80 with an energy barrier of∼39 eV and the 12 capping atoms
highlighted (see the Supporting Information for details of the
transition state calculation, along with discussions of models of
migrating capping atoms). The exchange between B6 and B7
pyramids leads to yet another route of generating a family boron
fullerenes.

Carbon fullerenes consist of hexagons and 12 pentagons in
conformity with Euler’s formula F� EþV = 2, where F, E, andV
stand for the number of faces, edges, and vertices of the fullerene,
respectively. The exactness of 12 pentagons is attributed to the
fact that each edge is shared by two faces, each pentagon
(hexagon) has five (six) edges, and each vertex is adjacent to
three polygons. Let nP (nH) denote the number of pentagons
(hexagons); one has F = nP þ nH, E = (5nP þ 6nH)/2, and V =
(5nP þ 6nH)/3. Therefore, nP = 12.

The isoelectronic requirement for carbon and boron full-
erenes implies that the addition of more than 60 carbon atoms
needs to be a multiple of 6 for the even number of carbon
fullerenes and the trivalent boron, respectively. As a result, the
counterpart of C60þ6n isolated-pentagon fullerenes is B80þ8n.
The isoelectronic requirement is important for a closed-shelled
electronic structure in that typical high-symmetry boron full-
erenes are open-shelled in the absence of such a constraint. For
snowdrop B80þ8n fullerenes that constitute hexagonal pyramides
in addition to pentagonal and hexagonal rings, it is straightfor-
ward to conclude that nP = 12, nH = n, and the number of filled
hexagons (FHs) nFH = 20þ 2n, since each filled hexagon has 12
edges and six triangular faces. For snowdrop-generated boron
nanostructures, the total number of valence electrons, 240þ 24n,
is twice that of 120 þ 12n triangles.13 It is worth noting that the
snowdrop electron counting rule is applicable to R-BS as well.

Encouraged by the improved stability of the B80 volleyball over
the B80 buckyball,

20 herein we propose a filled pentagon model

for boron fullerenes. Specifically, the filled-pentagon (FP) scheme
amounts to moving 12 capping atoms from filled hexagons to
pentagons, resulting in nP = 0, nH = 12 þ n, nFH = 8 þ 2n, and
nFP = 12. Consequently, the revised electron counting rule yields
more than two electrons per triangle, which is dependent on
n but still converged to an R-BS value of 2 as n f ¥.

Following the nomenclature, hereafter, we refer the filled-
hexagon fullerenes as snowdrop fullerenes.13,27 In contrast to the
snowdrop model where the constructed boron fullerenes are of
the same symmetry as the carbon fullerene counterpart, the filled-
pentagon fullerenes typically have lower symmetry. The lack of a
unique migration path adds another wrinkle to the search for
global minimum conformations of boron fullerenes. Owing to
the large number of boron atoms involved and the complicated
two- and three-center bonding patterns, the associated first-
principles density-functional calculations are computationally
demanding. Furthermore, owing to the extremely sensitive depen-
dence upon the basis set and the exchange-correlation functional
employed, it is necessary to carefully evaluate the local and
nonlocal effects in ab initio calculations.

Shown in Figure 2 are the optimized structures of B96, B104,
and B112, which are the isoelectronic counterparts of C72, C78,
and C84, respectively. The snowdrop B96 fullerene has a round
pillow shape with two hexagonal rings located at theD6d axis. The
filled-pentagon B96 structure is formed by moving 12 of the 24
capping atoms to fill the 12 pentagons, leaving 14 hollow
hexagons. On the equator of D6d-B96, three alternating pairs of
hexagons move the capping atoms to the centers of nearest-
neighbor pentagons, while the two snowdrop structures near the
D6d axis rotate to fill three empty pentagons each. The B104
counterpart of C78 has five isomers,27 and the snowdrop B104 is of
D3h symmetry. Among various ways of migrating 12 capping
atoms, we show in Figure 2 two low-energy C2v conformations:
one has empty hexagons around the equator, while the other has
more isolated hexagonal rings. The construction of both con-
formations involves rotating two snowdrops and hexagonal pair
migrations. The B112 fullerene consists of 32 hexagons and 12
pentagons.27 Among 24 isomers, we consider the counterpart of
C84 ground-state structure with D2 symmetry and an elliptical
pillow shape.27 The D2 snowdrop B112 can be transformed to a
C2 filled-pentagon B112 through successful rotation of four
snowdrops.

An important criterion for structural stability is that vibrational
modes are all real. We have performed vibrational analysis for all
of the above conformations. While the vibrational stability of
filled-pentagon B80, B96, and B104 is confirmed, there exist two
imaginary modes for snowdrop D6d-B96, analogous to that in

Figure 1. Ball-and-stick representation of the optimized Th-A B80
buckyball and volleyball, along with the transition state between the
two conformations and the R-boron sheet. Highlighted with green and
purple are the snowdrop pattern and the migrating capping atoms,
respectively.

Figure 2. Optimized structures of snowdrop (top panel) and filled-
pentagon (bottom panel) fullerenes of B96, B104, and B112.
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Ih-B80.
16 The existence of imaginary frequency modes is attrib-

uted to the symmetry constraint of the calculation. A subsequent
eigenmode following analysis leads to a lower energy (∼0.03 eV)
and lower symmetry C2-B96 conformation that has all real
vibrational frequencies. We list in Table 1 the calculated binding
energies, the gap between the highest-occupied molecular orbital
(HOMO) and the lowest-unoccupied molecular orbital (LUMO),
the symmetry of the fullerene, and the energy differences be-
tween the snowdrop and filled-pentagon models. As is readily
observable from Table 1, the filled-pentagon fullerene is system-
atically lower in energy than the snowdrop counterpart. Further-
more, in contrast to the monotonic decrease of the snowdrop
B80þ8n with the increase of n, the filled-pentagon B80þ8n shows a
“magic” number of n = 2, corresponding to a filled-pentagon B96.
Closer scrutiny of the structure of the filled-pentagon B96 reveals
that the enhanced stability of B96 correlates to the “isolated”
empty hexagons or hexagon pairs.

Whereas the snowdrop B80þ8n gives rise to a large class of
stable boron fullerenes, the filled-pentagon B80þ8n leads to
structures with improved stability. For n = 0, the buckyball and
volleyball B80 are the first members of the corresponding family.
The R-BS is the n f ¥ analogue for both models. The
construction of filled-pentagon cages amounts to transforming
a pair of neighboring pentagon rings to filled pentagons, accom-
panied by the generation of a pair of adjacent hollow hexagons.
An optimal arrangement of those building blocks allows for the
tuning of the charge transfer, which gives rise to an attractive
fluxional behavior and improves the stability. In all of the cases,
the improvement of energy is remarkable, ranging from 3.1 eV
for B104 to 5.4 eV for B96. The semilocal results are in good
accordance with those of local results regarding the binding
energy, while the correction to the HOMO�LUMO gap is
substantial. As seen in Table 1, the rectified gap is about 0.7�
0.9 eV for filled-pentagon fullerenes.

In conformity with the donor�acceptor hypothesis on R-BS,5

electron transfers in the snowdrop B80þ8n can be classified as the
capping atoms in the center of hexagonal pyramides as electron
donors, while other atoms can be classified as acceptors.13 For the
filled-pentagon model, the capping atoms of hexagonal and hex-
agonal pyramides stand for electron donors, while others stand
for acceptors.20 As such, it is expected that uniformly distributed
hollow hexagons are desired.20 Shown in Figure 3 are the
extracted charge-density distributions of HOMO and LUMO
for the snowdrop and filled-pentagon B96, respectively. A dis-
tinctive feature of the charge density distribution of HOMO
(LUMO) is an evident increase in the π (π*) bonding in the
filled-pentagon B96, as compared to that for snowdrop B96. This

is attributed to the redistribution of the bonding and antibonding
patterns related to the capping of pentagon rings.20

A few remarks are immediately in order. (i) Our results de-
monstrate that the filled pentagon model yields improvement in
energy for a family of boron fullerenes not limited to B80. The
energy improvement is primarily attributed to the migration of
the capping atoms from filled hexagons to pentagons (see Figure
S1, Supporting Information) and bonding arrangements asso-
ciated with changes in aromaticity.18,20 (ii) The filled-pentagon
fullerenes prefer evenly distributed hollow hexagons in connec-
tion to the donor�acceptor charge transfers. (iii) The stability of
the filled-pentagon fullerenes is also manifested in the vibrational
frequencies. We depict in Figure 4 the motions of the highest
vibrational mode for B96. The rest of the vibrational frequencies
is in the range of 81�1411 cm�1 (see the Supporting Infor-
mation). The lowest vibrational modes are significantly softer
than the counterparts of carbon fullerenes.13,16 (iv) In contrast to
the snowdrop building block, for filled-pentagon fullerenes, the
basic unit is the adjacent pentagon-hexagon pyramides. (v) The
main thrust of the present work is to assert that the filled-
pentagon model is energetically preferred. To this end, we have

Table 1. Calculated Binding Energies (EB in eV Relative to Atomic Boron), HOMO�LUMO Gap (Eg in eV), the Energy Difference
(ΔE in eV), and Symmetries (S) of Optimization for B80þ8n Fullerene Structures Using Local (BLYP) and Semilocal (B3LYP)
Approaches, Respectively

n method structure S EB (eV) Eg (eV) S EB (eV) Eg (eV) ΔE (eV)

0 BLYP B80 Th-A �406.82 0.94 Th �409.53 0.18 2.73

2 BLYP B96 C2 �490.48 0.64 D3 �494.86 0.27 4.38

3 BLYP B104 D3h �532.83 0.59 C2v (I) �534.44 0.27 1.61

3 BLYP C2v (II) �536.05 0.20 3.22

0 B3LYP B80 Th-A �453.85 1.87 Th �458.13 0.86 4.29

2 B3LYP B96 C2 �548.08 1.36 D3 �553.48 0.93 5.40

3 B3LYP B104 D3h �595.81 1.22 C2v (I) �598.73 0.79 2.93

3 B3LYP C2v (II) �598.93 0.91 3.12

Figure 3. Isodensity surfaces (with an isovalue of 0.02 au) of HOMO
and LUMO for (a) the snowdrop and (b) filled-pentagonmodels of B96,
respectively. The positive and negative components are colored with
blue and yellow, respectively.

Figure 4. The motions of the infrared-active vibrational mode of
1972 cm�1.
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systematically investigated a large set of snowdrop fullerenes and
revealed the existence of a “magic” filled-pentagon B96. Notwith-
standing this, there are still a variety of boron fullerenes that
remain unexplored. Our results, nevertheless, illustrate that the
intriguing bonding pattern of boron keeps bringing surprises.

In summary, we have described a filled-pentagon constructing
scheme for a large family of stable boron fullerenes. The improved
stability of the filled-pentagon fullerenes over the snowdrop ones
is confirmed by intensive first-principles simulations. A revised
empirical electron counting rule indicates that a slightly increased
electron counting per triangle is energetically preferred, which is
useful for seeking for stable boron nanostructures. These results
shed important light on the improved stability of boron fullerenes in
connection to the aromaticity. We hope that these results can
promote revived experimental synthesis of boron fullerenes along
with future applications.
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ABSTRACT: The reaction between molecular oxygen and two nitric oxide(II) molecules is studied with high-level ab initio wave
function methods, including geometry optimizations with coupled cluster (CCSD(T,full)/cc-pCVTZ) and complete active space
with second order perturbation theory levels (CASPT2/cc-pVDZ). The energy at the critical points was refined by calculations at
the CCSD(T,full)/aug-cc-pCVTZ level. The controversies found in the previous theoretical studies are critically discussed and
resolved. The best estimate of the activation energy is 6.47 kJ/mol.

This work is focused on the elucidation of the thermal reaction
mechanism between dioxygen and two nitrogen monoxide

molecules. Very recently, comprehensive experimental1,2 and
joined quantum chemical and experimental3 investigations were
performed for NO/O2 and related (NO/O2

�•) systems.4 The
formal kinetics of third order reactions are in the scope of current
theoretical developments.5 Measurements of the rate constant
and activation energy of the reaction 2NOþO2were reviewed in
ref 6, which covered the years up to the early 1990s. The most
recent investigation, which was not included in ref 6, is ref 1. The
most reliable value of activation energy determined up to date7

is �4.41 [(3.33] kJ/mol in the temperature range 270�600 K
(see also ref 8).

The mechanism we report here was found to be different from
the mechanisms studied previously by Olson et al.9 and other
authors.10 This Letter supports the mechanism proposed by
McKee.11 The classical Eyring�Gershinowitz mechanism12 was
studied in more detail by McKee,11 who used ab initio and DFT
(B3LYP) methods. However, the geometries of intermediates
and transitions states for the two-step mechanism11 must be
refined, and physicochemical parameters of the elementary
reactions must be revisited using recent developments in the
coupled cluster method.13

In ref 11, transition states were not optimized uniformly. In
the present report, we will show the two-step mechanism of the
reaction 2NOþO2f 2NO2 using the CCSD(T) and CASSCF
methods with full geometry optimizations.

Recently, we investigated10 the potential energy surfaces
(PES) of the 2NO2 þ O2 system using broken symmetry DFT
(BS-UDFT), double hybrid DFT, and CCSD(T)//DFT ap-
proaches. In the study,10 we found perfect agreement between

the recommended experimental activation energy6,7 and calcu-
lated (B3LYP/aug-pc3) activation enthalpy (Tables 1, 6, and 7
and Figure 6 in ref 3) when the reaction proceeded via the cyclic
intermediate CC�INT (Scheme 1).

However, the wave function of this system was found to be
multiconfigurational, as evidenced by the high values for the T1

test within the CCSDmethod. In this Letter, we reinvestigate the
PES using CASSCF, CASPT2, and MRMP2 methods that are
more appropriate for describing the multiconfigurational char-
acter of the CC�INT ground state.

Complete geometry optimization of the stationary points on
PES is performed at the RCCSD(T)/cc-pVDZ and UCCSD-
(T)/cc-pVDZ levels (using the GAMESS-US14 and Gaussian
200315 codes, respectively). Numerical calculations of the force
constant matrix were performed to verify the types of stationary
points. The intrinsic reaction coordinate (IRC) was identified for
all of the transition states. The T1-test values were below 0.036
for all of the optimized geometries. The structure and relative
energies of several stationary points including CC�INT were
found to differ from earlier BS-UDFT results.10 The valley�
pitchfork bifurcation point in the main reaction channel, re-
ported previously,10 was not found here. The elementary steps
reported in Figure 1 and in the Supporting Information are as
follows (the relative energies at the CCSD(T)/cc-pVDZ theory
level are in parentheses): 2NO þ O2 (0 kJ/mol)f TS1 (13.98
kJ/mol) f CC (�16.41 kJ/mol) f TS2 (1.62 kJ/mol) f
2NO2 (�73.95 kJ/mol).

Received: December 29, 2010
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In contrast to the results reported in refs 9 and 10, the
mechanism presented here (see Figure 1) takes place entirely
on the singlet state potential surface and consists of two steps:

2NOþO2 f TS1 f CC ð1Þ

CC f TS2 f 2NO2 ð2Þ
The initial step (1) is the formation of the CC intermediate with
the saddle point TS1 and an activation barrier of 13.98 kJ/mol (in
refs 9 and 10, this was barrierless elementary reaction 2NOþO2

f CC). The second step (2) with the saddle point TS2
corresponds to the homolysis ofCC (in refs 9 and 10, conformer
CC rearranged in CC�INT, which was involved in the main
multistep reaction channel, CC�INTf cis-ONONO2 f trans-
ONONO2 f O2NNO2f 2NO2). Elementary reaction 1 (3) is
the rate-determining step of the proposedmechanism (in refs 9 and
10, isomerizationCCfCC�INTwas the rate-determining step).

To verify the results at the CCSD(T)/cc-pVDZ theory level,
the fragments of a potential energy surface corresponding to
reactions 1 and 2 have been calculated at the levels CASSCF-
(10,10)/cc-pVDZ (Gaussian 03) and CASSCF(10,10)/cc-
pVTZ (GAMESS-US). These calculations confirm the transition
state TS1 (CAS(10,10)/cc-pVDZ) during the formation of the
complex CC (CAS(10,10) with cc-pVDZ and cc-pVTZ basis

sets) in the initial step through the intrinsic reaction coordinate
(IRC) method at the CAS(10,10)/cc-pVDZ level starting from
TS1 in both directions. For reaction 2, localization of TS2 in the
CASSCF method was complicated by the intruder states. The
analysis of the configuration interaction (CI) amplitudes for
CASSCF(10,10)/cc-pVDZ (obtained in this paper for both
intermediate CC and TS1) and CASSCF(10,12)/cc-pVDZ
(only for CC) and CAS(26,16)/cc-pVDZ (given earlier for
CC�INT and O2NNO2)

3 shows that the relative weight of
the Hartree�Fock configuration (the square of the first coefficient
in the CI expansion vector) is greater than 0.8 for all stationary
points except CC�INT (CAS(26,16)) and TS1 (CAS(10,10)).
This allows us to conclude that the errors of a single-reference
CCSD(T) approximation do not influence the results significantly.
We consider the CCSD(T) method more reliable than CASSCF
since it takes into account the dynamic electron correlation.

To eliminate the contradiction10 between KS-DFT, BS-
UDFT, and CASSCF on the structure of the intermediate
CC�INT, the complete optimization of its geometry at the
levels CCSD(T)/cc-pVDZ and CAS(2,2)PT2/cc-pVDZ (using
MOLPRO software16) and MR(2,2)MP2/cc-pVDZ (using GA-
MESS-US software) has been carried out. A good agreement
between the optimized geometric parameters has been achieved;
the optimized geometries are shown in Figure 2. This allows us to
make a conclusion about the reliability of the CCSD(T) results.

Figure 1. Profile of singlet PES of thermal reaction 2NO2þO2f 2NO2, obtained at the CCSD(T)/cc-pVDZ level in the present study. The solid and
dotted lines indicate the minimum energy pathways at the CCSD(T)/cc-pVDZ and CAS(26,16)/cc-pVDZ levels, respectively. Bond lengths are
indicated in Ångstroms; the relative energies are in kilojoules per mole.

Scheme 1. Structure of the Planar Cyclic Intermediate
CC�INT (a) from Previous Investigations9,10 and Structures
of TS1 (b), CC (c), and TS2 (d) of the Reaction Path from the
Presented Letter (See Text for Details)

Figure 2. Geometries of intermediateCC�INT optimized at the levels
CCSD(T)/cc-pVDZ, CASPT2/cc-pVDZ [square brackets], and
MRMP2/cc-pVDZ {curly brackets}. Bond lengths are indicated in
Ångstroms.
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This also proves that the previous10 KS-DFT results are invalid.
The isomerization paths CCf CC�INT and CC�INTf cis-
ONONO2 proposed previously9,10 and CC�INT f trans-
ONONO2were not found at any levels of CCSD(T) or CASSCF
employed in the presented investigation. However, the isomer-
ization reaction cis-ONONO2 f iso-TSf trans-ONONO2 was
reproduced by calculations at the CAS(26,16)/cc-pVDZ and
CCSD(T)/cc-pVDZ levels (see Figure 1). The dissociation
reactions cis-ONONO2 f 2NO2 (Er = �21.62 kJ/mol) and
trans-ONONO2 f 2NO2 (Er = 1.85 kJ/mol) with correspond-
ing TSs were established at the CAS(26,16)/cc-pVDZ level and
characterized by activation energies of 1.8 and 71.1 kJ/mol,
respectively. We were unable to locate both TSs at the CCSD-
(T)/cc-pVDZ level despite an extra effort (relaxed scans ofO�N
bonds and Hessian calculations). We suppose that these differ-
ences in the calculation results are due to the different amounts of
nondynamical electron correlation accounted for by the CCSD-
(T) and CASSCF methods. Additional calculations may be
necessary for unambiguous determination of MEPs for these
two reactions.

The existence of the saddle point TS2 with an energy ofþ1.62
kJ/mol (see Figure 1) detected at the CCSD(T)/cc-pVDZ
theory level points to the possibility that reaction 2NO þ O2

f 2NO2 takes place without the formation of intermediate
CC�INT (which is now a local minimum on the potential
energy surface with a relatively high energy of �66.97 kJ/mol).

The energy of the dimerization reaction with 2NO2 f
O2NNO2 calculated at the CCSD(T)/cc-pVDZ level (�53.01
and �38.48 kJ/mol corrected by ZPVE) agrees with the experi-
mental enthalpy of �53.60 kJ/mol;17 the CASSCF/cc-pVDZ
energy (�36.4 and �6.6 kJ/mol with ZPVE) is noticeably
underestimated even for the large active space CAS(26,16).
Calculated geometrical parameters (bond distances r(N�N) =
1.770 Å, r(NdO) = 1.200 Å, and bond angle —(ONO)=135.1�)
at the CCSD(T)/cc-pVDZ level shown in Figure 3 are closer to
the corresponding experimental18 data (bond distances
r(N�N) = 1.782 Å, r(NdO) = 1.191 Å, and bond angle
—(ONO) = 135.4�) than to the geometrical parameters opti-
mized at the CAS(26,16)/cc-pVDZ level (bond distances
r(N�N) = 1.837 Å, r(NdO) = 1.171 Å, and bond angle
—(ONO) = 134.4�).
The found activation character of the elementary reaction

2NO þ O2 f TS1 f CC agrees with the weak negative
dependence of the reaction (2NOþO2f 2NO2) rate constant
on the temperature if we assume that the positive barrier height is
a consequence of the basis set superposition error (BSSE), and
the basis set expansion will make it possible to lower Ea to be in
quantitative agreement with the apparent activation energy7 of
about �4.41 kJ/mol.

We performed an additional search of stationary points O2,
NO, and TS1 at the CCSD(T,full)/cc-pCVTZ level and energy

calculations using the compound approach CCSD(T,full)/
aug-cc-pCVTZ//CCSD(T,full)/cc-pCVTZ by means of the
CFOUR suite of programs.19 The addition of diffuse functions
to the basis set (augmentation) significantly improved the barrier
height of reaction 1 from 20.99 to 6.47 kJ/mol, which is close to
the 0 kJ/mol of the classical Eyring�Gershinowitz12 estimation
of activation energy of the reaction (2NOþO2f 2NO2) using
the Bodenstein experimental data.20 This is also in reasonably
good agreement with the latest value7 of �4.41 [(3.33]
kJ/mol recommended for the temperature range 270�600 K

The presented results show that a balanced treatment of both
dynamic and static electron correlation is necessary for the
correct energy estimation of PES stationary points for the
2NO þ O2 system, and application of a coupled-cluster method
requires the inclusion of at least triple excitations. To achieve
chemical accuracy in order to quantitatively compare physico-
chemical parameters of the reaction (2NO þ O2 f 2NO2),
focal-point analysis (with extrapolations) is probably required.
On the basis of the results obtained here, we conclude that the
CCSD(T) approach, in contrast with DFT theory, supports the
two-step mechanism of nitric oxide oxidation.
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ABSTRACT: The efficiency of parallel tempering simulations is greatly influenced by the distribution of replica temperatures. In
explicit solvent biomolecular simulations, where the total energy is dominated by the solvent, specific heat is usually assumed to be
constant. From this, it follows that a geometric distribution of temperatures is optimal. We observe that for commonly used water
models (TIP3P, SPC/E) under constant volume conditions and in the range of temperatures normally used, the specific heat is not a
constant, consistent with experimental observations. Using this fact, we derive an improved temperature distribution which
substantially reduces the round-trip times, especially when working with a small number of replicas.

1. INTRODUCTION

Parallel tempering (PT) is a popular choice for obtaining
enhanced sampling in molecular simulations.1�5 In standard PT,
multiple NVT simulations are performed in parallel on the same
system at different temperaturesTi, i = 1�NT. At regular intervals,
attempts are made to exchange the replica pairs iT i þ 1, and the
exchanges are accepted with a probability that conserves the
detailed balance. One of the advantages of PT is that barriers and
bottlenecks can be overcome in the high temperature replicas. In
addition, these multiple replica simulations can be carried out in
an embarassingly parallel mode, thus offsetting the added
computational costs.

Recently, there have been several studies aimed at estimating6�8

and improving the PT efficiencies either by the choice of replica
temperature8�19 or by enhancing the energy fluctuations of the
replicas.20 In a PT simulation, assuming that there are no
bottlenecks, the individual replicas perform a random walk in
the temperature space. The efficiency of the simulation is mea-
sured by the replica round-trip time (τ) across the temperatures,
and this optimal value is obtained when the probability of exchange
between any two neighboring replicas Pi,iþ1

ex is constant.17

Pex, opti, i þ 1 ¼ const ð1Þ

Thus, for improving the PT efficiency, one usually tries to achieve
probabilities of exchange (Pi,iþ1

ex ) between neighboring replicas as
uniform as possible. One of the assumptions in these theoretical
analyses is a constant specific heat (CV), which leads to the choice of
geometrically distributed replica temperatures.17,18

However, when it comes to constant volume biomolecular
simulations in explicit solvent, the assumption of a constant CV is
not valid. In fact, the specific heat in these systems is dominated by
water, and it has been shown experimentally21 and theoretically22,23

that for water CV is far from being a constant in the temperature
interval normally used in biomolecular PT simulations. In fact, CV
decreases with temperature. Thus, in order to optimize the distribu-
tion of replica temperatures, the actual behavior of CV under these
conditions needs to be considered.

We have here recalculated the dependence of the average
potential energy (E) and CV on T for the commonly used TIP3P24

and SPC/E25 models of water. It can be seen from Figure 1 that for
both models the sublinear temperature dependence of E in the
interval (280�650 K) of relevance in biomolecular PT is well
approximated by the expression

E ¼ a logðTÞ þ E0 ð2Þ

where the constants (a, E0) are 14 and �118 kJ/mol and 17 and
�143 kJ/mol for TIP3P and SPC/E, respectively. From this
dependence, and the relation CV = ∂E/∂T, it follows, as shown in
Figure 2, that CV = a/T in qualitative agreement with the experi-
mental decrease ofCV. The origins of this surprising behavior are not
entirely clear, but we take this as our empirical observation. On the
basis of this, we reconsider here the issue of optimal choice of
temperature distribution for explicit solvent calculation.

Figure 1. Average potential energy vs log(T) from NVT simulations of
TIP3P and SPC/E waters over the temperature range 280�650 K.
Starting with a box of 15 500 water molecules, box size was initially
equilibrated at 300 K and 1 bar. NVT simulations at all temperatures
were performed using a Nose�Hoover thermostat and this box size.
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Weuse the following arguments.The exchangeprobabilityPi,iþ1
ex in

a replica exchange simulation ismin{1,exp(�Δβi,iþ1ΔEiþ1,i)}, where
ΔEiþ1,i=Eiþ1� Ei,Δβi,iþ1 =βiþ1� βi, andβi= 1/kBTi. To obtain a
uniform Pex, as in eq 1, we consider a temperature distribution where
theneighboring replicas satisfy thefirst-order conditionwith themean
energies16,26

expð �Δβi�1, iΔEi, i�1Þ ¼ expð �Δβi, iþ1ΔEiþ1, iÞ ð3aÞ

i:e:;
1

Ti�1
� 1
Ti

� �
ðEi � Ei�1Þ ¼ c ð3bÞ

where c is a constant related to the exchange probability. Using eq 2,
one has

c
a
¼ 1

Ti
� 1
Ti�1

� �
ðlog Ti�1 � log TiÞ

¼ 1
Ti

� 1
Ti�1

� �
log 1þ Ti�1 � Ti

Ti

� �� �
ð4Þ

This equation is satisfied at all i if the temperature distribution follows
the relationship

1
Ti

¼ 1
Ti�1

�
ffiffiffiffiffiffiffiffiffi
c=a
Ti�1

s
ð5Þ

The above equation is a simple analytical expression for generating the
replica temperature distribution starting from an initial temperature
T1 and T2 whose choice is determined by P1,2

ex .
As a check of this derivation, we consider a hypothetical

system with a constant CV

EðTÞ ¼ bT þ E0 ð6Þ
Using the same arguments as before, we find

c
b
¼ 1

Ti�1
� 1
Ti

� �
ðTi � Ti�1Þ ¼ ðTi=Ti�1 � 1Þ2

Ti=Ti�1
ð7Þ

which is satisfied by the usual geometric distribution:

Ti

Ti�1
¼ const ð8Þ

We have numerically checked the behavior of Pex in PT
molecular dynamics simulations using eqs 5 and 8 for 256
replicas in the temperature range 280�650 K. Tests were
performed using Gromacs27 on a system of 15 500 waters, which
is the size required in protein folding and large scale conforma-
tional changes.28 Figure 3 shows the uniform distribution of
Pi,iþ1
ex that was obtained using the present Ti distribution; in

contrast, a geometric distribution of Ti leads to an increasing
Pi,iþ1
ex with a replica index.
Performing the simulations to obtain a large number of

roundtrips required for an estimate of the converged average
round-trip time (τ) as a function of NT is an expensive proposi-
tion. Thus, we resort to a simplified model. We assumed in each
replica the energy fluctuations are Gaussian distributed with
mean E and width σ and obtain these parameters using eq 2.
Assuming that the exchange attempts between i and i þ 1 are
made at an interval larger than the energy correlation time, the
energies Ei and Eiþ1 at every swap attempt will be uncorrelated
and Gaussian distributed. Thus, we simulate swapping attempts
comparing two random energies extracted from their respective
distributions. In such a way, it is a simple exercise to evaluate τ. We
checked the validity of thismodel by comparing the τ evaluatedwith
those obtained in the explicit solvent simulations of a smaller system
with 215 water molecules. The results are shown in Figure 4.

Using this model validated in a small system, we computed the
τ with the simplified model for a box of 15 500 waters. As a
function of NT, one can identify three regions (Figure 5). In the
low NT region, the geometric distribution τ is dominated by the
low Pi,iþ1

ex in the cold replicas. In the same regime, this short-
coming is avoided by the use of eq 5, which places colder replicas at
closer intervals and results in a higher Pex in the colder replicas
(Figure 3). The computational gain obtained using eq 5 is particularly
advantageous in the simulations of large systems, where one is
constrained to work with lesser than optimal number of replicas.

In the mid NT range, τ is low and NT is optimal. Assuming a
well-defined minimum in τ and for an alternative odd, even
replica-pair exchange scheme, theoretical estimates of the
optimal number of replicas (NT* = 1 þ (0.594(mCV)

1/2 �
1/2)log(TNT

/T1)) for simulating m water molecules have been
discussed.19 This estimate for our system with a 15 500 water
molecules and using the CV at room temperature isNT* ≈ 185. The
optimal τ in our model however is obtained at 120 replicas. In

Figure 3. Probability of exchange between replicas i and i þ 1 (Pi,iþ1
ex )

for 2 ns simulations using geometric series distribution and the proposed
distribution of temperatures in the range of 280�650 K. Pi,iþ1

ex are
calculated by default by Gromacs. The solid line is a guide for the eye, set
at Pex = 0.52, and shows that Pi,iþ1

ex is uniform for all i’s.

Figure 2. CV dependence on temperature from experiments21 and our
MD simulations under NVT conditions. CV from TIP3P and SPC/E
water simulations was computed as a numerical derivative of the average
energies with respect to T.
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addition, τ has a weak dependence on NT in this mid-NT region.
Because of this weak dependence, the simulations can be performed
with a lower number of replicas, say 100, only marginally compri-
mising efficiency. In the high NT region, which is suboptimal,
τ increases with NT, and the difference between the two distribu-
tions becomes small, as it should.

To conclude, eq 5 offers a simple and practical way of gen-
erating replica temperatures for obtaining a uniform exchange
and improving the computational efficiency, especially when
performing the calculations on a smaller number of replicas. The
temperature distribution proposed in the present work is based
on the realistic dependence of CV in the context of explicit
solvent NVT, thus becoming directly relevant for improving the
efficiency of biomolecular PT simulations.
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ABSTRACT: The computation of vibrational spectra via molecular dynamics (MD) simulations has made lively progress in recent
years. In particular, infrared spectra are accessible employing ab initio MD, for which only the total dipole moment has to be
computed “on the fly” from the electronic structure along the trajectory. The analysis of such spectra in terms of the normalmodes of
intramolecular motion, however, still poses a challenge to theory. Here, we present an algorithm to extract such normal modes from
MD trajectories by combining several ideas available in the literature. The algorithm allows one to compute both the normal modes
and their vibrational bands without having to rely on an equipartition assumption, which hampered previous methods. Our analysis
is based on a tensorial definition of the vibrational density of states, which spans both the frequency resolved cross- and auto-
correlations of the molecular degrees of freedom. Generalized normal coordinates are introduced as orthonormal transforms of
mass-weighted coordinates, which minimize their mutual cross-correlations. The generalized normal coordinates and their
associated normal modes are iteratively constructed by a minimization scheme based on the Jacobi diagonalization. Furthermore,
the analysis furnishes mode local temperatures, which provide not only a measure for the convergence of the computed intensities
but also permits one to correct these intensities a posteriori toward the ensemble limit. As a first non-trivial test application we
analyze the infrared spectrum of isoprene based on ab initio MD, which is an important building block of various dye molecules in
molecular biology.

1. INTRODUCTION

Vibrational spectra ofmolecules, such as infrared (IR), Raman,
or resonance Raman spectra, encode rich information about
chemical bonds, intramolecular forces, and molecular structures.
Moreover, in the condensed-phase vibrational spectra can be
strongly modified by interactions with polar solvents or more
complex environments, such as a protein matrix. Here, vibra-
tional spectra also serve as a probe for intermolecular interactions
and, thus, the solvent environment.

The decoding of vibrational spectra, i.e., the assignment of
vibrational bands to molecular structures and motions, is often
tedious for polyatomic molecules. On the experimental side, it
involves, for example, site specific isotope substitutions or
mutations of amino acid side chains, when it comes to protein
spectra. Therefore, theory has become more and more impor-
tant to help decipher information encoded in vibrational
spectra.1�11 With the development of density functional theory
(DFT) and reliable gradient corrected functionals, one is
nowadays able to compute intramolecular forces to high
accuracies at the computational expense of a Hartree�Fock
calculation. On the analysis side, the routine tools are the
normal-mode analysis (NMA) techniques based on an expan-
sion of the potential energy surface around the equilibrium
structure, i.e., the minimum structure at zero temperature. For
medium-sized quasi-rigid molecules in the gas phase, such
NMA methods based on the harmonic approximation can
reach excellent accuracy if method specific scaling factors are
employed.12 In addition to the frequency spectrum, these

methods deliver the normal modes of intramolecular motion
and the approximate intensities for IR and Raman absorption.

However, finite temperature effects, such as shifting and
broadening of bands, due to the fluctuating structure of the
molecule or its solvent environment in condensed phase are
beyond the scope of traditional NMA methods. Here, proper
sampling of these fluctuations is indispensable, and, thus, mo-
lecular dynamics (MD) simulations are the method of choice
whenever the system is too large to allow a quantum mechanical
treatment of the nuclei.

Within MD simulations the calculation of linear absorption
cross-sections is straightforward, as it relates to the Fourier
transform of the dipole autocorrelation function, if a proper
quantum correction is employed.3,5,9�11,13�16 Also peaks in the
power spectra of the atomic velocities give a reasonable overview
of frequencies that are important for the intramolecular
motion.16,17

Assigning these bands to vibrational motifs is by no means
straightforward. A simple but often sufficient approach for band
assignment is to project the trajectory on some internal coordi-
nates of the molecule and to take the Fourier transforms of their
correlation functions.5,7,18 This approach is of course neither
universal nor complete. Much more involved are instantaneous
normal-mode techniques19�21 and the instantaneous normal-
mode analysis (INMA),13,22�25 for which one computes full or
partial Hessians of the system along the trajectory and then
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averages over the corresponding frequencies and intensities. To
avoid negative frequencies, the INMA technique employs local
structural relaxations prior to the calculation of the Hessian.
These methods get quite involved, when no analytic second
derivatives are at hand, and thus, the number of sampling points
is limited for larger molecules.

It is much more appealing to use the information encoded in
the MD trajectory directly to construct the normal modes, as
such an approach only involves an a posteriori effort for the
analysis. Here, advances like the principal mode analysis
(PMA)22,26�30 and related methods16,31 use cross-correlations
of Cartesian coordinates or momenta to derive eigenvalue
equations for the normal modes. Particularly Martinez et al.
provide a general framework of Fourier transformed time
correlation functions of coordinates and momenta and relate
these to both NMA and PMA.16,31

These methods rely to a lesser or greater extent on the
equipartition assumption for the construction of the normal
modes. As a result, if equipartition is violated, then the normal
coordinates given by Martinez et al. are in general not ortho-
normal transforms of mass-weighted coordinates, even for a
purely harmonic system.16,31 As a remedy the authors suggest to
orthonormalize the normal coordinate vectors a posteriori.
Furthermore, Schmitz and Tavan show that for methods relying
on the diagonalization of correlation matrices, one can get
artificial mixing of normal coordinates.22,28 For PMA this is the
case if Tk/ωk

2 ≈ Tl/ωl
2, i.e., if the ratios of the mode local

temperatures Tk and squared eigenfrequencies ωk of two modes
become comparable.

In this article we combine ideas of these cited works and
describe a method to determine generalized normal coordinates
directly from (ab initio) MD simulations. The method does not
rely on an equipartition assumption and is, therefore, also
applicable if even approximate equipartition cannot be reached.
We define these generalized normal coordinates as orthogonal
linear combinations of mass-weighted Cartesians, which mini-
mize their mutual correlation. To measure this correlation, we
define a functional based on a tensorial formulation of the
vibrational density of states (VDOS) and provide a correspond-
ing minimization strategy based on the Jacobi diagonalization.
Employing the convolution theorem we show how these correla-
tion functions can be efficiently calculated in the Fourier domain.

For the analysis in a molecular frame of reference, the Eckart
frame,32 we compare the transformation of coordinates and
velocities via a mass-weighted root-mean-square deviation
(rmsd) fit and, alternatively, the transform via internal coordinates.
In particular, the performance of bothmethods for large amplitude
motions, such as the rotation of a methyl group, are examined.

Furthermore, we derive mode specific IR intensities, which are
efficiently and accurately calculated within the framework of
correlation functions in Fourier space. These mode local inten-
sities decompose the global IR spectrum obtained form the
dipole auto-correlation functions and allow to assign peaks in the
IR spectrum to normal-mode vibrations. Furthermore, these
local intensities permit us to correct the overall IR spectrum a
posteriori toward the ensemble limit.

As a non�trivial application we examine the vibrational
modes of isoprene (trans-2-methyl-1,3-butadiene) in the gas
phase. To mimic the gas phase, we consider the isolated but
rotating molecule, whose angular momentum is sampled by 41
initial conditions from a canonical distribution. Thereby we
include the rovibrational couplings, albeit classical, in our model

and can observe rotationally induced frequency shifts and line
broadenings. These effects are not accessible by standard fre-
quency calculations that ignore molecular rotation.

Isoprene has been chosen because it is an important building
block of biologically important dye molecules, such as carote-
noids and retinal. In particular, the latter is an important probe
for vibrational spectroscopists, as it plays a central role in
bacterial photosynthesis and mammalian vision. Still, the decod-
ing of changes in the corresponding spectra due to changes in the
environment and in the molecule remains a challenge to
theory.2,33 For isoprene we are, therefore, particularly interested
in how well the C�C and CdC stretching modes, as well as the
hydrogen out of plane (HOOP) modes, are described by the ab
initio MD simulations, as these modes serve as marker modes for
this class of molecules. Furthermore, we demonstrate how our
analysis aids to check the convergence of the computed IR
spectra with respect to sampling and examine the quality of the
suggested temperature correction.

Beyond the comparatively well-behaved isoprene molecule, an
extended version of the algorithm, which can deal with multiple
reference structures and conformations, has been already em-
ployed for the vibrational analysis of floppy molecules, like CH5

þ

and its isotopologues, as well as for microsolvated hydronium and
Zundel ions,9,11,34 which exhibit large amplitude motion during
the dynamics. Here, the algorithm has demonstrated its ability to
deal with such challenging problems. The necessary extension to
multiple reference structures is, however, beyond the scope of this
article and will be described in a subsequent publication.

2. THEORY

We start our derivation of generalized normal coordinates
with the basic relations of atomic velocities, kinetic energy, and
temperature, which ultimately lead us to a tensorial definition of
the VDOS. Close examination of the latter object in the case of
purely harmonic motion will result in a principle of minimal
cross-correlation between generalized normal coordinates, to-
gether with a corresponding minimization procedure. After
discussing the transform to the Eckart frame employing an rmsd
fit or internal coordinates, we give a computationally convenient
recipe to assign individual IR intensities to the vibrational modes.
2.1. Vibrational Density of States (VDOS).MD simulations

render the time evolution of a system from time ti to tf by a
finite trajectory of Cartesian coordinates x(t): [ti,tf]f Rn and
velocities v(t) = _x(t) of n DOFs, where the time derivative of a
property a is denoted by _a. A molecular system of N atoms
consists of n = 3N Cartesian coordinates x = (r1

T, ..., rN
T)T,

where the superscript ‘T’ denotes a matrix transpose. In the
course of our vibrational analysis we will make extensive use of
the Fourier transform (FT):

âðωÞ ¼
Z tf

ti

aðtÞe�iωtdt ð1Þ

of dynamical properties, such as velocities and dipole mo-
ments, where we mark the FT of a property by the caret accent.
In order to write the finite FT integral as an infinite one
we introduce a window function W(t) and define the FT
integral as

âðωÞ ¼
Z

WðtÞaðtÞe�iωtdt ð2Þ
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In a rather general fashion, we demand thatW is non-negative,
bounded and that

suppðWÞ ⊆ ½ti, tf � ð3Þ
i.e.,W(t) = 0 outside the interval [ti,tf]. Within these limits,W
can additionally serve to remedy artifacts of the FT, which
arise from the finite simulation length and the discrete
sampling.35,36 The simplest form of W is a rectangular
window, which can be trivially realized35 with the Heaviside
step function θ as

rectðt; ti, tf Þ ¼ θðt � tiÞθðtf � tÞ ð4Þ
Having established the basic notation we start the derivation of

our vibrational analysis by looking at the kinetic energy of the
system along the trajectory, which is given by

EkinðtÞ ¼ 1
2
vTðtÞMvðtÞ ð5Þ

where the mass matrix M is diagonal with elements Mkl = δklmk

containing masses mk associated with each DOF k, δ being the
Kronecker symbol. From the theory of small vibrations we
introduce mass-weighted coordinates:

cðtÞ ¼ M1=2xðtÞ ð6Þ
which simplifies the kinetic energy:

EkinðtÞ ¼ 1
2
_cðtÞ 3 _cðtÞ ð7Þ

to comprise only a scalar product of the mass-weighted velocities.
The average temperature T of the system is computed from the
time average of the kinetic energy by

T ¼ 2
kBðn� ncÞ

Z
W2ðtÞ_cðtÞ 3 _cðtÞdtZ

W2ðtÞdt
ð8Þ

where nc denotes the number of constrainedDOFs, e.g., the global
translation or rotation. Here we used the rather unusual weighting
functionW2(t) for which the choiceW(t) = rect(t) leads, however,
straight to the common temperature definition, as rect2 = rect. Due
to the weighting functionW2(t) we can now employ Plancherel’s
theorem,37 which states that the FT transform preserves scalar
products of functions and write the temperature:

T ¼ 2
kBðn� ncÞ

Z
_̂c
�ðωÞ 3 _̂cðωÞdωZ

Ŵ
�ðωÞŴðωÞdω

ð9Þ

in the Fourier domain (see eq 2), where the asterisk marks the
complex conjugate. From the integral kernel of the numerator,
which is an even function in ω, we readily derive the scalar
VDOS as

kðωÞ ¼ 4
kBT

_̂c
�ðωÞ 3 _̂cðωÞZ

Ŵ
�ðωÞŴðωÞdω

ð10Þ

which is normalized such thatZ ¥

0
kðωÞdω ¼ n� nc ð11Þ

Thus, in the ensemble limit, where each and every DOF
contributes equally to k(ω) due to equipartition, the integral:

n½ωs,ωe� ¼
Z ωe

ωs

kðωÞdω ð12Þ

“counts” the number of vibrational modes contributing with
their kinetic energy to the interval [ωs,ωe]. For this property, it
is essential to include themass dependence of the kinetic energy
in the definition of the VDOS in eq 10. Note that k(ω) is the
Fourier transform of the time correlation function of the mass-
weighted velocities, due to the cross-correlation theorem:

â
�ðωÞb̂ðωÞ ¼

ZZ
a
�ðτÞbðτþ tÞdτe�iωtdt ð13Þ

which is closely related to the convolution theorem.
For an assignment of vibrational modes to bands in the VDOS

we have to analyze the individual contributions of the atomic
DOFs. For this purpose, we define the tensorial VDOS Θ: f
Rn � Rn as

ΘðωÞ ¼ 2
kBT

_̂c
�ðωÞ X _̂cðωÞ þ _̂cðωÞ X _̂c

�ðωÞZ
Ŵ

�ðωÞŴðωÞdω

¼ 4
kBT

R ½ _̂c�ðωÞ X _̂cðωÞ�Z
Ŵ

�ðωÞŴðωÞdω

Here, we have replaced the scalar product in the definition of
k(ω), given in eq 10, by the outer or tensorial product _̂c X _̂c =
_̂c _̂cT and inserted the definition of the temperature from eq 8.
Furthermore, we have included the symmetrizationR ( _̂c* X _̂c) =
1/2( _̂c*X _̂c þ _̂c X _̂c*) to ensure that the off�diagonal elements
of Θ(ω) are real valued. This symmetrization corresponds
to averaging over the time forward and the time reversed
trajectories, x(t) and x(� t), which are both valid trajectories
in time-reversible dynamics.
The diagonal elements Θkk(ω) are related to k(ω) by the

trace:

kðωÞ ¼ ∑
k
ΘkkðωÞ ð14Þ

and, therefore, Θkk(ω) yields the individual contribution to
k(ω) by DOF k. Since k is derived from the global temperature
eq 8 the integral: Z ¥

0
ΘkkðωÞdω ¼ Tk

T
ð15Þ

furnishes the temperature Tk of DOF k.
The off�diagonal elementsΘk6¼l(ω) contain the cross-corre-

lations between the k-th and l-th DOF. Note that Θ(ω) is an
extension of the Fourier transformed time correlation function of
the velocities P _x(ω) defined by Martinez et al.,31 for which we
have included the mass matrix M as a metric tensor in the
definition of the correlation function.
2.2. VDOS in the Harmonic Case. In order to establish a

procedure of assigning the vibrational bands in k(ω) to atomic
motion we first focus on the properties of Θ(ω) in the case of
nonergodic sampling of a purely harmonic system with nc = 0.
From the harmonic analysis we introduce the orthogonal trans-
form Dh ∈ On of the mass-weighted coordinates, with On
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denoting the orthogonal group on Rn, to the so-called normal
coordinates:

q ¼ Dhc ð16Þ
which factorize the Hamiltonian of the system as

H ¼ 1
2 ∑

n

k¼ 1
ð:q2k þω2

kq
2
kÞ ð17Þ

with the eigenfrequencies ωk > 0.38 Note that Dh is not unique,
because a mere permutation of the coordinate numbering or a
linear combination of modes that are degenerate in frequency
does not change the physics of the system but leads formally to a
different Dh. The resulting classical equations of motion are
solved by

qkðtÞ ¼ ak sinðωkt þ jkÞ ð18Þ
in which the set of amplitudes ak and phases jk depends on the
initial conditions.
The finite FT of the normal coordinate velocities are then

given as

_̂qk ¼ akωk

2
½eiφk Ŵðω�ωkÞ þ e�iφk ŴðωþωkÞ� ð19Þ

where Ŵ is the FT of the window function defined in eq 2. For
example, a rectangular window function has the FT:35Z

rectðt; ti, tf Þe�iωtdt ¼ e�iω
ti þ tf

2
sin½ðtf � tiÞω=2�

ω=2
ð20Þ

The elements of Θ(ω) evaluate to

ΘklðωÞ ¼ 2nakalωkωl

∑
j
a2jω

2
j

� cosðφklÞR ½Ŷ klðωÞ� � sinðφklÞI ½Ŷ klðωÞ�Z
Ŵ

�ðωÞŴðωÞdω

with the abbreviations jkl = jk � jl and

Ŷ klðωÞ ¼ Ŵðω�ωkÞŴ�ðω�ωlÞ þ Ŵ
�ðωþωkÞŴðωþωlÞ

ð21Þ
Here, we have assumed that Ŵ(ωþωk)Ŵ(ω�ωl)≈ 0, i.e.,

that bands belonging to positive and negative frequencies do not
overlap. The mode temperatures eq 15:

Tk ¼ T
na2kω

2
k

∑
l
a2l ω

2
l

ð22Þ

are solely determined by the initial conditions and are indepen-
dent of the sampling length in the harmonic case.
The corresponding integrals of the off-diagonal elementsΘk 6¼l

vanish, if the overlap between Ŵ(ω � ωk) and Ŵ(ω � ωl) is
negligible. Moreover, also the two-norm:

) Θkl ) ¼
Z

½ΘklðωÞ�2dω
� �1=2

ð23Þ

ofΘk6¼l vanishes in this case, which simply reflects that the qk and
ql are uncorrelated.

If we employ, instead of Dh, an arbitrary transform D ∈ On on
the mass-weighted coordinates, the )Θk 6¼l ) will be in general
nonzero.
In the case of finite overlap between Ŵ(ω�ωk) and Ŵ(ω�ωl),

e.g., when modes k and l are degenerate, the )Θk6¼l ) of the
normal coordinates will, in general, not vanish for a single
trajectory. However, for the ensemble average over many initial
conditions we find )Θk 6¼l ) = 0, due to the phase factors cos(jkl)
and sin(jkl) in eq 21.
2.3. Generalized Normal Coordinates. Our findings for

the purely harmonic case in the previous section now lead
us to a generalization of normal coordinates for anharmonic
Hamiltonians. We define the measure of the overall intermode
coupling as the functional:

off ½ΘðωÞ� ¼ ∑
k 6¼l

Z
½ΘklðωÞ�2dω

" #1=2
ð24Þ

which vanishes for the ensemble average for the normal coordi-
nates of a strictly harmonic system. For the general anharmonic
case we call

qg ¼ fDc
����� min
D ∈ On

off ½DΘðωÞD�1�g ð25Þ

generalized normal coordinates, which are equivalent to the
standard normal coordinates in the harmonic limit. Note that
Θ transforms as

Θ0ðωÞ ¼ DΘðωÞD�1 ð26Þ
for anyD∈On, and since the trace is invariant under orthonormal
transforms, k(ω) is preserved, see eq 14.
If Θ would be a regular matrix, then the task of minimizing

off[Θ] would correspond to diagonalizing Θ. Due to the
frequency dependence of Θ this is not achievable by a single
transform for all values of ω simultaneously. Hence, we have to
find the transform which bringsΘ(ω) close to diagonal form for
all ω in a balanced fashion. For this purpose, we modify the
well-known and robust Jacobi diagonalization algorithm.39,40

The Jacobi diagonalization relies on the idea that any D ∈ On

can be written as a product:

D ¼
Yj
k¼ 1

Jðuk, vk,ϑkÞ ð27Þ

of j Jacobi (or Givens) rotations:

Jðu, v,ϑÞ ¼

u v
1 3 3 3 0 3 3 3 0 3 3 3 0
l 3 3 3

l l l
u 0 3 3 3 c 3 3 3 s 3 3 3 0

l l 3 3 3
l l

v 0 3 3 3 �s 3 3 3 c 3 3 3 0
l l l 3 3 3

l
0 3 3 3 0 3 3 3 0 3 3 3 1

0
BBBBBBBBBBBBBB@

1
CCCCCCCCCCCCCCA

ð28Þ

with s = sin (ϑ) and c = cos (ϑ). Thus, multiplying x by J(u,v,ϑ)
applies a rotation in the u,v plane by the angle ϑ to x. For the
Jacobi diagonalization of amatrixA one choosesϑ for a given pair
u,v such that A0

uv vanishes after the transformation A0 = JAJT and
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iterates the procedure over u and v. Considering eq 24 we see that
the analogous approach is to minimize )Θu 6¼v ), since it is in
general not possible to bring it to zero. Thus, the optimal rotation
angle ϑ obeys

D
Dϑ0

Z
½Jðu, v,ϑ0ÞΘðωÞJðu, v,ϑ0ÞT �2uvdω

�����
ϑ0 ¼ϑ

¼ 0 ð29Þ

This leads to an algebraic equation of fourth order, which is given
in the Appendix together with its analytic roots ϑ1, ..., ϑ4. For
each iteration complex solutions and values |ϑj| > π/4 are
discarded.41

For the matrix Jacobi algorithm one often picks the largest off-
diagonal element to determine u,v for the next step.41 Since, for
our purpose, we cannot easily judge if such an element can be
further reduced, we loop over all possible pairs u < v, i.e., perform
a Jacobi sweep. When convergence is reached after multiple
sweeps, Dg is reconstructed via eq 27.
2.4. Molecular Frame of Reference. A molecular frame of

reference is crucial for any approach that constructs normal
modes from atomic motion. Within the frame of reference one,
furthermore, assumes that themolecule is quasi-rigid, i.e., that the
intramolecular motions describe small oscillations around a
single reference structure x0, which corresponds to a local
minimum and does not undergo any conformational changes.
During a simulation molecules rotate and translate in general.

Therefore, for a vibrational analysis one transforms themolecular
coordinates to the Eckart frame of reference connected to an
average molecular structure.28,31,32 This is achieved by applying a
mass-weighted root-mean-square (rms) fit to the Cartesian
coordinates of a reference structure x0. Here, one determines
new atomic coordinates r0 i =Rriþ l by a translation vector l and a
rotation matrix R ∈ O3 for each time step, which minimize the
mass-weighted distance:

drms ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑
N

i¼ 1
miðr0 i � r0i Þ2

∑
N

i¼ 1
mi

vuuuuuut ð30Þ

and transforms the velocities accordingly.
However, if the assumption of quasi-rigidity does not apply

globally, then problems with the rms approach can arise, which
we discuss on our test molecule isoprene, which is displayed in
Figure 1. Here, the methyl group at the C5 position rotates nearly
freely around C2—C5 bond at ambient conditions due to the
shallow rotational barrier. For the hydrogens this corresponds to
a large amplitude motion. In particular, rotations of 120� around
this bond preserve the conformation of the molecule but lead to a
large local rmsd because of the underlying classical dynamics, for
which the methyl hydrogens are discriminable, in contrast to a

quantum mechanical treatment. Correspondingly, averaging
over the motion of the hydrogens will render poor results.
An alternative to a rmsd fit which may help to mend these

problems is to describe the intramolecular DOF by a complete
nonredundant set of internal coordinates.16 These can comprise
primitive coordinates, such as bond distances, bond and dihedral
angles, or linear combinations of such primitives.42 For example
the rotation of a methyl group can be described by a sum of
dihedral angles, which is invariant under rotations of 120�. For a
molecule we need n � nc linearly independent internal coordi-
nates si(x). Thus s(x) = [s1(x), ..., sn�nc(x)]

T describes a trans-
form to curvilinear coordinates. This transform eliminates the
translational and rotational DOFs.
Due to the restriction of our vibrational analysis to orthonor-

mal transforms of mass-weighted Cartesians, we need tomap this
motion of internal coordinates back to Cartesian displacements
from the reference structure, i.e., to the Eckart frame. However, a
closed reverse transform to x is not possible, since s and x are of
different dimensions.
Because we actually need only a transform to the mass-

weighted velocities _c, we start from the kinetic energy:

Ekin ¼ 1
2
_sTG�1 _s ð31Þ

of the internal coordinate velocities _s, where the matrix G =
BTM�1B is constructed from the derivative of the internal
coordinates:

Bij ¼
Dsj
Dxi

�����
x0

ð32Þ

at the reference structure x0 and the mass matrix M.38

We can factorize G = KKT by

K ¼ ðM�1=2BÞT ð33Þ
and correspondingly the inverse G�1 = (Kþ)TKþ by the
pseudoinverse:

Kþ ¼ KTðKKTÞ�1 ð34Þ
of K, which satisfies KKþ= En�nc. Defining the transformed
mass-weighted velocities:

_c0 ¼ Kþ _s ð35Þ
yields the correct kinetic energy, which can be checked by
inserting these definitions into eqs 7 and 31.
This procedure introduces an error in second order due to the

expansion of the internal coordinates around x0. The magnitude
of this error mainly depends on the choice of x0 and the internal
coordinates s.42,43 In the Results Section we will assess this error
introduced by this forward and backward transform by compar-
ing the resulting k(ω) for both the rms fit and the internal
coordinate transform.
This representation of intramolecular motion allows a char-

acterization of the normal coordinates with respect to the
internal coordinates by _q = DgKþ_s. Correspondingly, the
displacement of internal coordinate j associated with normal
coordinate k is

Dqk
Dsj

�����
x0

¼ ðDgKþÞkj ð36Þ

Figure 1. Structure and atomic labels of isoprene.
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Normalization of the contributions of sj to all qi to account for the
different amplitudes of the sj yields the relative contribution:

λkj ¼ Dqk
Dsj

∑
i

Dqi
Dsj

 !2
2
4

3
5
�1=2

ð37Þ

of sj to qk.
2.5. Assignment of IR Intensities. What remains after the

construction of the generalized normal coordinates is their
assignment to bands in experimental spectra.16 For the case of
IR spectra we now develop a convenient procedure to compute
the individual absorption of these modes. From a classical
dynamics trajectory we approximate the tensorial IR absorption
cross-section of our finite sample as14

RQCðωÞ ¼ 2πω
3Vpc0n̂ðωÞ
� �

1� exp �pω

kBT

� �� �

�Q ðωÞR ½μ̂�ðωÞ X μ̂ðωÞ�Z
Ŵ

�ðωÞŴðωÞdω
ð38Þ

where V denotes the sample volume, c0 the speed of light, and
n̂(ω) is the defraction coefficient. Once again, we have used the
cross-correlation theorem to express the FT of the time correla-
tion function of the finite dipole trajectory14 μ(t) as the
(tensorial) product of its FT μ̂(ω) and normalized it similar to
the definitions of k(ω) and Θ(ω) in eqs 10 and 14. The
quantum correction factor Q(ω) is usually introduced as an ad
hoc correction that essentially imposes the detailed balance
condition, which proper quantum time correlation functions
satisfy, onto the FT of the classical correlation function.14 For
systems without orientational order, such as molecules in the gas
phase, the scalar absorption is given as RQC = ∑k =1

3 rkk
QC. For

molecular systems the so-called harmonic approximation for the
quantum correction factor:

QHCðωÞ ¼ 1
kBT

pω

1� exp �pω

kBT

� � ð39Þ

has proven to render reliable results for the mid-IR range.5,13,14,22

Applying the harmonic quantum correction we rewrite eq 38 as

RHCðωÞ ¼ γ

kBTn̂ðωÞ
R ½̂j�ðωÞ X ĵðωÞ�Z
Ŵ

�ðωÞŴðωÞdω
ð40Þ

where the parameter γ = 2π/(3Vc0) collects the constants and
where we have introduced the current15,16 j(t) = μ·(t). For this
equality we recall the identity _̂a = iωâ for the time derivative, and
thus, ĵ = iωμ̂.
In order to derive IR intensities for our normal modes, we first

have to transform μ to the frame of reference given by x0. Here,
the transformation matrix R determined for the coordinates
along the trajectory is equally applied toμ. Thenμ is expanded to
linear order28,31 as

μðtÞ ¼ μ0 þ ∑
k
akqkðtÞ þO ð2Þ ð41Þ

where the yet undetermined expansion coefficients ak corre-
spond to the derivatives of the dipole moment along the normal

coordinates qk in the harmonic case. Defining the coefficient
matrix A = (a1, ..., an) ∈ R3 � Rn we write eq 41 as μ(t) = μ0 þ
Aq(t) and get, due to linearity,

ĵðωÞ ¼ A _̂q ðωÞ ð42Þ
For a numerically stable and tractable way to determine A

within our framework, both sides of eq 42 are multiplied with
X _̂q * to get

ĵðωÞ X _̂q /ðωÞ ¼ A½ _̂q ðωÞ X _̂q /ðωÞ� ð43Þ
To relate A and Θ we define the correlation function:

CðωÞ ¼ ðn� ncÞR ½̂jðωÞ X _̂c
�ðωÞ�Z

_̂c
�ðωÞ 3 _̂cðωÞdω

ð44Þ

Analogous to the definition of Θ in eq 14, taking the real value
here corresponds to a symmetrization in time, which assumes
that coordinates and dipoles are in phase. Note that C can be
conveniently calculated along with the initial tensorial VDOSΘ.
If we now transform C to the coordinate system defined by Dh,
then we get with eqs 14 and 43:

CðωÞðDhÞ�1 ¼ AΘðωÞ ð45Þ
The effective dipole gradient matrix A now is determined
numerically by a least-squares fit as

D
DA

Z
dω

�����AΘðωÞ � CðωÞðDhÞ�1

�����
2

¼ 0 ð46Þ

Note that we can safely restrict this problem to values ofω, where
the IR absorption is finite, e.g., ω < 4000 cm �1.
The reconstructed IR absorption resulting from A, eqs 38,40,

and 42, is given by

R0ðωÞ ¼ γ

n̂ðωÞ AΘðωÞAT ð47Þ

where the normalizing factors in the respective definitions of C
and r cancel with kBT according to eq 8. We can associate the
contributions of the diagonal elements of Θ to r0 given by

R0
kkðωÞ ¼ γ

n̂ðωÞ ðak X akÞΘkkðωÞ ð48Þ

with individual mode absorptions,16 which describe both the
band shapes and the total absorptions of the modes qk. Note that
the reconstructed IR absorption r0(ω) additionally includes
cross-terms r0

kl(ω), which account for the remaining correla-
tions between modes qk and ql.
Having decomposed the total IR absorption into individual

contributions of the generalized normal coordinates and their
intermode couplings, we can approximate the absorption of an
ergodic ensemble. If we assume predominantly harmonic modes,
then all cross-correlationsΘk 6¼l(ω) should vanish. Furthermore,
in the ergodic limit all modes should contribute according to the
mean temperature of the system. Therefore, we estimate the
temperature-corrected IR absorption in the ergodic limit as

RTCðωÞ ¼ ∑
k:Tk > 0

T
Tk
R0
kkðωÞ ð49Þ

Note that we have Tk = 0 for the constrained DOFs.
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3. METHODS

With the primary aim to demonstrate the usefulness of our
novel method we have chosen the isoprene molecule, which is
not only a basic building block of carotenoids and related dye
molecules, like retinal in biological systems, but also serves as a
realistic application of our approach.

Ab initio molecular dynamics (MD) simulations44 within the
framework of Kohn�Sham density functional theory (DFT)
have been performed with the CP2k simulation package (see
http://cp2k.berlios.de). Here, energies, forces, and dipole mo-
ments are computed “on the fly”, and the system is propagated on
the Born�Oppenheimer surface.

We have employed the BLYP functional45,46 together with
Goedecker�Teter�Hutter pseudopotentials47,48 for core
electrons and a TZV2P basis set49 for the valence electrons.
Within the quickstep algorithm50,51 electrostatic interactions
have been treated with a density cutoff of 280 Ry. The Poisson
equation for the isolated isoprene molecule in a box of 12 Å
side length has been solved by the Martyna�Tuckerman
solver.52 Geometry optimization yielded a reference structure
x0, for which harmonic frequencies were calculated for
comparison.

For the dynamics a set of 41 initial conditions has been
sampled by an NVT simulation employing massive Nos�e�Ho-
over chains at T = 300 K.53 From these initial coordinates and
velocities subsequent NVE runs of 25 ps each were run. The
integration time step was 0.5 fs, and coordinates, velocities, and
dipole moments were sampled each step and used for the
vibrational analysis.

A set of nonredundant internal coordinates for the reference
structure x0 has been obtained by the TURBOMOLE v5.9
quantum chemistry package.54

The generalized normal coordinate algorithm has been im-
plemented in the C code normcor. With standard linear
algebra and fast FT libraries the fully converged minimization
and normal coordinate analysis for isoprene took less than 10
min on an 3.0 GHz desktop. The optimization problem eq 25
converged to numerical accuracy after 13 Jacobi sweeps.

In order to remedy artifacts from the discrete and finite FT we
employed a truncated Gaussian-type windowing function W(t)
(see eq 2), which corresponded to a convolution of the FTs by a
Gaussian of width 5 cm�1 in the frequency domain.

4. RESULTS AND DISCUSSION

To set the stage for the normal coordinate analysis of isoprene,
we first compare the VDOSs obtained in the laboratory kl(ω)
and in the Eckart frame of reference kE(ω), which are shown in
Figure 2a. After transforming the velocities to the Eckart frame,
the intense peak below 50 cm�1 vanishes in kE(ω), which is
present in kl(ω). These low-frequency contributions are asso-
ciated with the rotational and translational DOFs of the mole-
cule. Most other bands sharpen and more distinct features
appear.

To check possible errors introduced by the transform to the
Eckart frame the integral difference:

ΞðωÞ ¼
Z ω

0
½kEðω0Þ � klðω0Þ�dω0 ð50Þ

for which kE(ω) was obtained either by an rmsd fit or by the
internal coordinate transform, is displayed in Figure 2b. Both
integral differences drop to about�6.2 within the first 50 cm�1,
accounting for the elimination of the six translational and
rotational DOFs. For higher frequencies, however, they behave
differently: Ξ(ω) obtained for the rmsd-fitted VDOS displays
oscillations around the level reached after the initial drop.
These oscillations correspond to the sharpening of bands
already observed in Figure 2a. In contrast, Ξ(ω) obtained by
the internal coordinate transform displays a general drift atop of
the oscillations and reaches a limit of�5.0 at 3200 cm�1. Thus,
with respect to the rmsd fit the VDOS based on the internal

Figure 2. (a) VDOSs k computed in the laboratory frame of reference
(black) and in the Eckart (red) frame of reference obtained by an rmsd
fit. (b) Integral difference Ξ (eq 50) computed for the transform to the
Eckart frame via either rmsd fit (black line) or internal coordinates (gray
dotted line).

Figure 3. Power spectra Θkk(ω) (colored lines) of the generalized
normal coordinates denoted with labels 1�33.

Figure 4. Power spectraΘkk(ω) in themethyl stretching region for: (a)
the rmsd fit and (b) the internal coordinate transform.
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coordinate transform gains about one DOF over the full
frequency range. Correspondingly, the error introduced by this
transfrom is about 3% if we relate this to the number of inter-
nal DOFs of the molecule, 33. This error is not uniformly
distributed but has major contributions around 1000, 1300, and
3000 cm�1.

Having inspected the transforms to the Eckart frame, we turn
to the contributions of the generalized normal coordinates to the
respective VDOS, here based on the rmsd fit. The resulting
power spectraΘkk(ω) after minimizing off[Θ] are well localized
in frequency space, as can be seen in Figure 3. Most band shapes
are characterized by single sharp peaks, except for a few, which
have small auxiliary bands like modes 3 or 6 or which cover larger
frequency intervals, like the overlapping bands of modes 22 and
23 or modes 28�31. Some large peaks appearing in k(ω)
decompose into nearly degenerate and overlapping bands, e.g.,
modes 8 and 9 at 750 cm�1 or 32 and 33 at 3130 cm�1.

However, not all parts of the VDOS spectrum are fully
disentangled, which is shown in Figure 4a for modes 26�28.
Although these modes dominate k(ω) in this frequency region,
many other modes (given in parentheses), whose main peaks are
far away in the spectrum, yield sizable contributions. In contrast,
the mode spectra obtained after the internal coordinate trans-
form shown in Figure 4b do not exhibit such admixtures of low-
lying modes. Here, however, modes 27 and 28 are still entangled,
i.e., they cover the same spectral range and are bimodal.

For an assignment of these modes to atomic motion Table 1
provides the contributions of the internal coordinates s to the
generalized normal coordinates q according to eq 37 based on the
data obtained after the internal coordinate transform.Here, modes
26�28 are identified as the symmetric and the two asymmetric
stretching modes of the methyl group, respectively. Seemingly the
two asymmetric modes cannot be disentangled, whereas the
symmetric stretch is clearly identified. The admixtures observed

Table 1. Peak Positions ωp and Corresponding Harmonic Frequencies ωh of the Vibrational Bands (in cm�1) as well as the
Corresponding Internal Coordinate Coefficients (cf. eq 37) Obtained from the Analysis Based on Internal Coordinatesa

ωp ωh internal coordinate contributions

1 152 145 0.99 C2—C3 tors. þ 0.42 H3 wag � 0.36 C4H wag

2 161 171 0.96 Me tors.

3 274 277 0.85 C2—C3dC4 bend þ 0.80 C5—C2—C3 def. þ 0.43 C1 rock þ 0.38 C2—C3

4 399 398 0.86 C2 outp. � 0.47 C3dC4 tors.

5 420 423 0.86 C1 rock � 0.57 C1H rock � 0.41 C2—C3

6 524 526 0.47 C3dC4 þ 0.46 C1dC2 þ 0.46 C2—C3dC4 bend � 0.46 C4 H rock

7 619 616 0.72 C1dC2 tors. þ 0.47 C3dC4 tors.

8 751 746 0.65 C1dC2 tors. � 0.46 C3dC4 tors.

9 754 754 0.69 C2—C5 þ 0.58 C2—C3 þ 0.45 C1dC2

10 878 889 0.92 C1H wag

11 893 899 0.91 C4H wag

12 925 911 0.57 C1 H rock þ 0.45 C2—C5 � 0.36 C4H rock

13 981 984 0.81 H3 wag � 0.50 C3dC4 tors.

14 985 988 0.62 Me asym. def.0 þ 0.59 Me rock0 � 0.48 Me asym. def. þ 0.42 Me rock

15 1029 1024 0.71 Me asym. def. � 0.65 Me rock þ 0.51 Me asym. def.0 þ 0.47 Me rock0

16 1059 1056 0.61 C4H rock � 0.38 H3 rock

17 1269 1272 0.39 C1H rock

18 1291 1287 0.79 H3 rock � 0.39 C3dC4

19 1360 1364 0.90 Me sym. def.

20 1388 1378 0.70 C1H def. þ 0.49 C4H def.

21 1414 1414 0.65 C4H def. � 0.47 C1H def.

22 1428 1423 0.54 Me rock þ 0.39 Me asym. def.

23 1452 1450 0.53 Me rock0 � 0.41 Me asym. def.0

24 1580 1574 0.42 C1dC2 � 0.37 C3dC4

25 1605 1604 0.40 C3dC4 þ 0.32 C1dC2

26 2951 2908 0.61 H53 þ 0.60 H51 þ 0.52 H52

27 2968 2956 0.75 H53 � 0.59 H51

28 3017 2999 0.82 H52 � 0.52 H51

29 3045 3016 0.81 H3 � 0.41 H12

30 3049 3023 0.61 H12 þ 0.55 H11 þ 0.51 H3

31 3063 3036 0.72 H42 þ 0.66 H41

32 3127 3103 0.72 H11 � 0.64 H12

33 3135 3118 0.71 H41 � 0.64 H42
aHydrogen stretches Hi are marked by their atom labels i. The nomenclature, according to Pulay et al.,

42

for the internal coordinates of the methylenes is:
def., 2R� β1� β2; rock, β1� β2; and wag, H1þH2 out of plane and of the methyl group (Me) as: Me sym. def., R1þ R2þ R3� β1� β2� β3; Me
asym. def., 2R1� R2� R3; Me asym. def.0, R2� R3; Me rock, 2β1� β2� β3; and Me rock0, β2� β3, where the H�C�H angles are denoted as Ri and
the H�C�C angles as βi.
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for the modes based on the rmsd fitted trajectories stem from other
modes of the methyl group: its rotation (mode 2), rocking and
deformation (modes 14, 15, 19, 22, and 23). Although the mode
classification seems to work better based on the internal coordinate
transform, it is still not fully satisfying because the asymmetric modes
are not disentangled.The reason is that rotations of themethyl group,
which leave the conformation invariant but change the numbering of
the hydrogens, are not properly accounted for in bothmethods.Only
modes invariant under such rotations, i.e., the symmetric methyl
stretch (mode 26) and the symmetric deformation (mode 19) are
correctly identified. A drawback of the internal coordinate transform
is that it notablymodifies the VDOS in the Eckart frame, in particular
near the vibrational contributions of the methyl group at 1000, 1400,
and 3000 cm�1, see Figure 2. An extension of our algorithm that can
handle such permutations and resolves these problems will be
presented in a subsequent publication.

The other modes listed in Table 1 besides those located at the
methyl group are nicely characterized by the internal coordinate
contributions. For example the modes 24 and 25 represent the
asymmetric and symmetric CdC stretches. Also for many other
modes in phase and out of phase combination of internal
coordinates are found, e.g., modes 7 and 8, 20 and 21, or 31 and 33.

Table 1 furthermore compares the peak positions of the
modesωp to the frequencies calculated by the harmonic approx-
imation ωh. The differences are only a few wavenumbers for the
first 25 modes and do not exceed 10 cm�1. Thus, anharmonic
effects are small for this molecule and induce only subtle shifts. In
contrast, for the hydrogen stretches modes 26 to 33 a systematic
blue-shift on the order of 25 cm�1 is observed. This is somehow
counterintuitive if we think of the C�H bond as a Morse-type
binding potential, for which we would expect a red-shift due to
anharmonicities. However, this blue-shift was no longer observed
when we had set the angular momentum to zero within the initial
conditions and rerun the MD simulations (data not shown).
Thus, these blue-shifts are caused by couplings to rotation.

For comparison to experiment, the interactions of the mole-
cule and its vibrational modes with radiation are required.
Figure 5a shows the total IR absorption spectrum r eq 38
computed in the laboratory frame (red curve) and in the Eckart
frame of reference (blue curve), for which the dipole moment
had been transformed along with the rmsd fit of the coordinates.
The frequencies have been slightly scaled by 1.015 in the region
below 1900 cm�1 and by 0.985 in the region above 2700 cm�1 to
match experiment. The experimental data are a gas-phase
spectrum of isoprene55 and a solid-state spectrum obtained in
a CsBr matrix.56

Comparing the spectra, we find a strikingly close agreement of
the computed IR absorption in the laboratory frame (red curve)
and the experimental gas-phase data (green curve): band posi-
tions, shapes, and relative intensities match almost perfectly.
Thus, including molecular rotation within the classical dynamics
seems to be sufficient to mimic the rotational broadening of the
vibrational bands. Differences are only observed for the CdC
stretching modes near 1600 cm�1, whose computed band is
slightly sharper and the hydrogen stretch region, where the
overall intensity is smaller than in experiment. Note in particular
that in the spectral regions of the methyl deformation and
stretching modes near 1400 and 2900 cm�1, the computed
and the gas-phase spectrum nicely match.

After the dipole moments are transformed to the Eckart frame
the computed IR absorption bands sharpen (blue curve), similar
to the observations for the VDOS. Here, a comparison to an
experimental spectrum that is not rotationally broadened is more
appropriate, the spectrum in Cs Br (shaded area). Formost peaks
in the computed spectrum, we find a close correspondence in the
experimental one, see also insets. However, the solid state clearly
modifies the experimental spectrum of isoprene, in particular the
intensities, e.g., of the hydrogen stretches or in the region
between 1400 and 1500 cm�1.

Figure 5. Comparison of the computed IR absorptions to experiment. Experimental data of isoprene in a Cs Br matrix (shaded area) was taken from ref
56, baseline corrected, and intensity scaled tomatch the dominant methylene wagging band at 900 cm�1. Gas-phase data was obtained from theNational
Institute of Standards and Technology (NIST) database (green curve).55 The frequencies of the computed spectra have been scaled by 1.015 in the
lower part of the spectrum and by 0.985 in the C�H stretch region. Panel (a) compares the overall IR absorption cross-section in the laboratory frame
(red curve) and in the Eckart frame (blue curve); insets zoom in on interesting spectral regions. Panel (b) compares the individual mode absorptions
Rkk(ω) (colored curves) to peaks of the experimental spectrum in CsBr.
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A mode assignment for these experimental peaks is given in
Figure 5b by the IR absorption bands of the individual modes.
Most of the peaks in the experimental spectrum are soundly
assigned, e.g., the prominent peak of the methylene wagging
modes at 900 cm�1, see inset. However, the small band near
1800 cm�1 is missing in the reconstructed mode spectrum but
present in the computed IR absorption cross-section in Figure 5a.
Closer inspection reveals that this band is associated to the
overtones of the methylene wagging modes. Because such over-
tones are not considered in the expansion of the dipole moment
eq 41, they are not present in the reconstructed spectrum.

For the methyl modes we find similar deficiencies in the
assignment of their IR intensities, as we have observed in the
disentangling of these modes. Only the symmetric methyl
deformation (mode 19) yields the proper IR absorption, whereas
for the other methyl modes, it is grossly underestimated. Here,
the sum of mode IR absorptions computed for the Eckart frame
(blue line in Figure 5a) does not reach the total IR absorption in
the laboratory frame. Again these problems are caused by not
properly accounting for the rotation of the methyl group and can
be only resolved by considering multiple reference structures.

A major advance of the algorithm presented here is that it
provides the mode temperatures along with their generalized
normal coordinates. Furthermore, these mode temperatures
allow to assess the convergence of the computed IR spectrum.
Figure 6 shows the distribution p(T) of thesemode temperatures
for the full set of 41 trajectories (blue curve) obtained by a kernel
density estimate. Here, we have represented each of the 33 mode
temperatures by Gaussians of width σ = 24 K and normalized
their sum. This resulting distribution has a standard deviation of
about 39 K, which is about 13% of the mean temperature 300 K.
This seems quite sizable if we recall that this distribution is based
on more than 1 ns of ab initio trajectory.

We examined the convergence of this distribution by selecting
blocks of Ntr = 5, 10, and 20 trajectories from the whole set and
recalculated the mode temperatures and their distribution for
each block size. These distributions are compared to the full set in
Figure 6. The corresponding standard deviations amount to 91 K
for Ntr = 5, 71 K for Ntr = 10, and 51 K for Ntr = 20. Their ratios
approximately follow the rule that doubling the number of
trajectories scales the standard deviation of the resulting mode
temperature distribution by about 1/

√
2, as is expected for the

standard deviation. Note in particular, that if the number of
trajectories is small one can have quite a few modes exhibiting a
temperature twice the mean temperature or only half of it.
According to eqs 15 and 48, however, this implies that the IR
absorption of such modes is grossly over or underestimated.

Finally, we check how well the suggested temperature correc-
tion can remedy such deficiencies due to insufficient sampling.

Figure 7 compares the uncorrected and corrected spectrum for
sets of 10 trajectories and for all 41 trajectories for the prominent
double band of the methylene wagging modes, 11 and 12, and the
HOOP mode, 13, at 981 cm�1. For the latter the temperature
correction brings the spectra of the small and the unconverged sets
close to the one of the full set. In contrast, for the two overlapping
methylene wagging bands, the discrepancies of intensities remain
larger. However, the temperature corrections are qualitatively
correct and shift the intensities toward the relative heights of the
full set. Seemingly, to resolve such details extended sampling is
inevitable. Nevertheless, the temperature correction can help to
identify unconverged parts of the spectrum, in particular, if they are
connected to statistical outliers of the mode temperatures.

5. CONCLUSIONS AND OUTLOOK

We have developed a consistent and automated procedure to
deduce generalized normal coordinates from finite MD trajec-
tories. It is based on the definition of the VDOS in a tensorial
form and does not rely on any equipartition assumption. The
generalized normal coordinates are defined as orthonormal
transforms of mass-weighted coordinates, which exhibit minimal
correlation as measured by the off-diagonal norm of the tensorial
VDOS. A minimization scheme based on the Jacobi diagonaliza-
tion algorithm robustly converges and renders the generalized
normal coordinates, their band positions and shapes, their mode
temperatures, and their remaining cross-correlations, which
result from the finiteness of the sampling and anharmonic
intermode couplings. Within this framework we have embedded
the assignment of the vibrational modes to internal coordinate
motion. Furthermore, mode-specific IR intensities are derived
which also take cross-correlations into account.

As a non-trivial application of the algorithm, we presented the
analysis of the IR spectrum of isoprene in the gas phase, i.e., an
isolated but rotating molecule, which has been sampled by 41 ab
initio MD trajectories. The algorithm renders rich and detailed
information on the vibrational modes, especially their compositions
in terms of internal coordinates and their respective absorption
strength. Computed band positions and widths, which are rotation-
ally broadened, nicely agree with an experimental gas-phase spec-
trum and assign the experimental peaks of a solid-state spectrum.

The distribution of mode temperatures still shows a sizable
width if the full set of trajectories is used for the analysis and
dramatically broadens for smaller sets. The corresponding tem-
perature correction for the absorption qualitatively rectifies the

Figure 6. Mode temperature distributions depending on the number of
trajectories n.

Figure 7. Uncorrected (upper panel) and temperature-corrected
(lower panel) IR absorption for sets of 10 trajectories (colored curves)
and all 41 trajectories (black curve).
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relative intensities for overlapping modes and even quantitatively
for isolated peaks.

We have extended the algorithm presented here to manage
multiple conformations of molecules and to resolve permuta-
tional symmetries, which will be described in a subsequent
publication. This extension fully resolves the problems observed
for the methyl group of isoprene in this article by employing
three instead of one reference structure. Furthermore, it allows to
treat large amplitude motion more complex than a methyl group
rotation,9,11,34 for which also multiple conformations of a mole-
cule have to be considered.

’APPENDIX A: OPTIMAL JACOBI ANGLE

To determine the optimal rotation angle ϑ as defined by eq 29,
we first note that since the overall Frobenius norm of Θ is
invariant with respect to orthonormal transforms,41 it is sufficient
to consider just the term Nuv =

R
[Θuv(ω)]

2dω. Thus, according
to eqs 24 and 29 we have to solve

D
Dϑ0N

0
uv

�����
ϑ0 ¼ϑ

¼ 0 ð51Þ

for the transformed term:

N 0
uv ¼

Z
½ðc2 � s2ÞΘuvðωÞ þ scðΘuuðωÞ �ΘvvðωÞÞ�2dω

ð52Þ
again with c = cos ϑ and s = sin ϑ. With t = tan (ϑ), the identities
c = 1/(t2 þ 1)1/2 and s = tc, and the integrals:

χ1 ¼
Z

½ΘuvðωÞ�2dω ¼ Nuv,

χ2 ¼
Z

ΘuvðωÞ½ΘuuðωÞ �ΘvvðωÞ�dω,

χ3 ¼
Z

½ΘuuðωÞ �ΘvvðωÞ�2dω

Equation 52 transforms to

N 0
uv ¼

χ1ðt2 � 1Þ2 � 2χ2tðt2 � 1Þ þ χ3t
2

ð1þ t2Þ2 ð53Þ

and, with η = (4χ1 � χ3)/χ2 its derivative is given by

D
Dt
N 0

uv ¼ 2χ2
ðt4 þ ηt3 � 6t2 � ηt þ 1Þ

ð1þ t2Þ3 ð54Þ

which has the four roots

tkl ¼ 1
4
ð�ηþ ð� 1Þk

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
16þ η2

p
þ ð� 1Þl ffiffiffi2p

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
16þ η2 � ð� 1Þkη

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
16þ η2

pq
Þ ð55Þ

k,l∈ {1,2}. For our transform we choose the root tklwith |tkl|e 1
and

D2N 0
uv

Dt2

�����
t¼ tkl

¼ � 2χ2
ðt2kl þ 1Þ4½2tklðt

4
kl � 14t2kl þ 9Þ

þ ηð3t4kl � 8t2kl þ 1Þ� > 0
to obtain a minimum of N0

uv.
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ABSTRACT: The dynamic fullerene self-assembly process during benzene combustion was studied using classical Reactive Force
Field (ReaxFF) nonequilibrium molecular dynamics (MD) simulations. In order to drive the combustion process, the hydrogen to
carbon (H/C) ratio was gradually reduced during the course of the MD simulations. Target temperatures of 2500 and 3000 K were
maintained by using a Berendsen thermostat. Simulation conditions and hydrogen removal strategies were chosen tomatch closely a
previous quantum chemical MD (QM/MD) study based on the density-functional tight-binding (DFTB) potential (Saha et al. ACS
Nano 2009, 3, 2241) to allow a comparison between the two different potentials. Twenty trajectories were computed at each target
temperature, and hydrocarbon cluster size, CxHy composition, average carbon cluster curvature, carbon hybridization type, and ring
count statistics were recorded as a function of time. Similarly as in the QM/MD simulations, only giant fullerene cages in the range
from 155 to 212 carbon atoms self-assembled, and no C60 cages were observed. The most notable difference concerned the time
required for completing cage self-assembly: Depending on temperature, it takes between 50 and 150 ps in DFTB/MD simulations
but never less than 100 ps and frequently several 100s ps in ReaxFF/MD simulations. In the present system, the computational cost
of ReaxFF/MD is about 1 order of magnitude lower than that of the corresponding DFTB/MD. Overall, the ReaxFF/MD
simulations method paints a qualitatively similar picture of fullerene formation in benzene combustion when compared to direct
MD simulations based on the DFTB potential.

I. INTRODUCTION

Since the discovery of buckminsterfullerene C60 (BF),
1 full-

erenes have been the focus of research due their unique
structures, chemistry, and potential applications in nanotechnol-
ogy. Historically, fullerenes were synthesized on the gram scale
by evaporating carbon atoms from graphite at high temperatures
on the order of several thousand Kelvin.1,2 Nowadays, industry-
scale production of fullerenes is achieved by continuous com-
bustion synthesis in low-pressure fuel-rich flames of certain
hydrocarbons.3�7 This technique is sensitive to operating con-
ditions, such as fuel type,6 fuel/oxygen ratio, temperature,
pressure in the combustion chamber,4,7 and even chamber
design.8 Although considerable advances have been made in
optimizing the synthesis conditions on a phenomenological
basis,9 the elementary reaction mechanisms involved in the
self-assembly of fullerene cages are still subject to investigation.10

Experimentally, combustion of hydrocarbon fuels in oxygen-
lean flames was found to produce substantial amounts of poly-
aromatic hydrocarbons (PAHs), which are presumed to be the
precursors of fullerenes.7,9�14 However, the molecular structures
of the intermediate PAH species with more than ∼10 carbon
atoms remain largely unknown. Experimentally, temperature/
pressure profiles, fuel/oxygen ratio as a function of distance from
the burner, and in situ mass spectra have been recorded. A
combination of these data with thermodynamic considerations
and kineticmodeling only indirectly sheds light on the PAHH/C
ratio as a function of time evolution. On the basis of the recorded

H/C ratio of PAHs in acetylene flames, Homann proposed a
picture of “ordered” growth of PAHs along a pathway involving
only maximally condensed and fully hydrogenated graphene-like
platelets.10 However, the assumption that such species dominate
the aggregation process is only based on thermodynamic stability
arguments and neglects entropic effects that are important due to
the high environmental temperature. To date, there is no proof
that thermodynamically maximally stable species as proposed by
Homann and others are true intermediate species in the dynamic
fullerene cage self-assembly.

Atomic-scale modeling of complex reaction systems in silico
has become a useful tool of study, capable of reproducing
fullerene self-assembly from benzene, atomic carbon, and C2

molecules in computer simulations.15�22 Over the past six years,
Irle, Morokuma, and co-workers have discovered and elaborated
on a “shrinking hot giant” (SHG) road of fullerene formation,
based on direct quantum chemicalmolecular dynamics simulations
(QM/MD) using a density-functional tight-binding (DFTB)
potential.17 According to the SHG road, the fullerene formation
process follows two stages: (1) self-assembly of giant fullerenes
(GFs) via a “size-up” process, followed by (2) a shrinking process
(termed “size-down”) by irreversibly evaporating C2 units from
vibrationally exited, highly unstable and defective cages. The
shrinking process has experimentally been recorded in an in situ
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HRTEM movie sequence.23 Regarding the preceding “size-up”
stage, no direct confirmation from experimental results is avail-
able. DFTB/MD simulations of pure carbon vapor systems
predict three consecutive steps:16 (1) polyyne chain forma-
tion (σ-bond formation between small linear carbon chain
fragments) and nucleation of a pentagon/hexagon network into
“octopus”-like bowl stuctures with polyyne “antennas” attached
to their openings, (2) ring condensation growth at the bowl
openings, and (3) GF cage closure by saturation of dangling
bonds at edges, leaving antennas attached to sp3 cage defects.
DFTB/MD simulations of the benzene combustion process by
hydrogen removal15 predicted the following steps: (1) radical
creation and ring-opening/fragmentation, (2) growth of poly-
acetylene-like chain structures, akin to the polyyne chain forma-
tion process in pure carbon simulations, followed by a (3) ring
condensation process and (4) cage closure. Here, ring condensa-
tion was found to ensue after a significant fraction of hydrogen
was stripped from the chains, since only then can carbon avoid
disruption of favorable conjugation through sp2 carbons. As a
consequence, ring condensation in combustion occurred later
than in carbon-only systems, typically after the cluster size was
already determined in the hydrocarbon oligomerization process,
leaving not a lot of free carbon species to regrow chains at the
cluster boundaries. Therefore, GF antennas were formed less fre-
quently in the case of combustion in comparison to carbon-only
simulations.

The DFTB method has allowed the direct MD study of the
self-assembly process of fullerenes with approximate density
functional theory (DFT) accuracy for up to several hundred
picoseconds. However, this time scale is still much shorter
compared to experimental fullerene synthesis time scales, which
occurs on the order of microseconds. Moreover, fullerene
synthesis by benzene combustion requires the presence of O2

molecules for hydrogen abstraction, which occurs only on the
order of several hundred picoseconds.24,25 Saha et al. had there-
fore resorted to randomly removing H atoms during the MD,
simulating in this way the decreasing H/C ratio during
combustion.15 On the other hand, the semiclassical reactive
force field (ReaxFF) method by van Duin and co-workers26 is
apparently computationally much more economical and enables
the simulation of combustion processes on a nanosecond time
scale.24,25 The computational efficiency of ReaxFF is paid for by
the fact that the force field is local beyond a four-body interaction
term and therefore does not explicitly describe resonance
structures. Therefore, formally, the famous H€uckel aromaticity
and Clar27 rules, which are important for the relative stability of
PAH isomers, cannot be accurately represented in the ReaxFF
potential. We note that in practice, ReaxFF energetics of π-
conjugated species are generally in good agreement with quan-
tum chemical DFT benchmark data by virtue of their empirical
parametrization.28 However, a systematic comparison of full-
erene growth as described by a quantum chemical and a classical
potential has never been directly performed. The main goal of
this work is therefore to compare ReaxFF/MD with previous
DFTB/MD simulations regarding the respective mechanism of
fullerene formation during combustion simulations and the
computational cost associated with these methods.

II. COMPUTATIONAL METHODOLOGY

ReaxFF is a general bond-order-dependent force field method
fitted to potentials derived from first principles DFT calculations,

allowing chemical reactions to take place via the cleavage or
formation of covalent chemical bonds during a MD run. Atomic
bond orders are computed on the fly from the atomic connec-
tivity matrix, with updates at everyMD time step. The potential is
adjusted as a function of these bond orders, similar as in
Tersoff�Brenner type potentials.29�31 Nonbonded interactions
(van der Waals and Coulomb interactions) are calculated
between every pair of atoms, irrespective of connectivity, while
a shielding term is introduced for short distances. A full descrip-
tion of the derivation and parametrization in the ReaxFF method
is given in refs 24 and 26.

All simulations were performed under constant temperature
and constant volume (NVT) conditions, where we maintained
target temperatures of 2500 and 3000 K by employing a
Berendesen thermostat with a weak coupling constant of τ =
100 ps. This thermostat is closest to, although not identical with,
the velocity-scaling thermostat that was employed in our pre-
vious DFTB simulations. A relatively short time integration
interval of Δt = 0.1 fs was chosen in the velocity
Verlet algorithm to ensure the smoothness of the ReaxFF
potential at the employed high temperatures, because in reactive
force fields a switching function needs to be frequently updated
to handle changes in atomic coordination numbers and corre-
sponding changes in the potential energy. Since the DFTB
method does not require a bond order switching function, MD
simulations performed on this potential can tolerate a larger time
step. For comparison, in the previous DFTB/MD simulations, a
time integration interval of Δt = 0.48 fs had been employed. We
adopted the same hydrogen removal strategy as in ref 15, and the
initial Cartesian coordinates of benzene molecules are identical
as well. In this geometry called g1, 36 benzene molecules are
stacked in four layers of nine molecules arranged in a 3 � 3
quadratic plane within a cubic simulation box with an initial edge
length of 21 Å. The interlayer distance was set to 3.4 Å, and the
closest intermolecular H contacts are 2.2 Å. Periodic boundary
conditions (PBC)were applied on the basis of this cubic unit cell.
Using the g1 gemometry as a reference, Saha et al. created the
three other geometries g2, g3, and g4 by varying interlayer
distances. However, the authors mention that the exact initial
coordinates of individual benzene molecules have little influence
on the trajectories due to rapid randomization of positions at the
high temperatures, and thus we only employed the geometry
labeled “g1” in this study.

For each temperature, 20 trajectories were simulated starting
from the same geometry “g1” with different random H removal
sequences. Trajectories are labeled either “2500K_n” or
“3000K_n” to distiguish temperature and trajectory number
“n”, ranging from 1 to 20. As in the previous DFTB/MD
simlations, the combustion process was simulated by a pro-
grammedH atom removal process with a random removal rate of
70 hydrogen atoms every 5 ps. This means that for each
trajectory, the first H removal process was performed after 5 ps
of equilibration, followed by the second and third H removals at
10 and 15 ps. On the occation of each H removal process, free H
atoms/H2 molecules (isolated H atoms without any covalent
bonds to C atoms) were also removed from the system. At a
simulation time of 20 ps, anyH remaining in the systems was also
removed, and the system was annealed for 500 additional
picoseconds. In the previous DFTB/MD simulation, it was
found necessary to increase the simulation box edge size from
21 Å to 30 Å after the third H removal at 15 ps because the main
cluster size was found to approach the size of the PBC box in
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most of the simulated trajectories, preventing fullerene cage
formation due to the formation of an extended graphitic sheet
across periodic boundaries. Therefore, the carbon density of the
model systemwas initially 0.46 g/cm3 during the first 15 ps of the
trajectories and 0.16 g/cm3 afterward. However, for the ReaxFF/
MD simulations presented here, we found that we had to employ
an even larger box with 50 Å edge length after 15 ps to prevent
graphitic sheet formation due to structure formation across
periodic images. The previous DFTB/MD trajectories were
computed up to 220 ps simulation time. The present ReaxFF/
MD simulations were computationally significantly less expen-
sive, allowing us to follow trajectories up to 700 ps.

III. RESULTS AND DISCUSSIONS

III.A. Self-Assembled Giant Fullerenes. Tables 1 and 2
present the size (# of carbon atoms) of the final formed largest
clusters and cages at both temperatures of 2500 and 3000 K,
respectively. We note the relatively frequent occurrence of
partially nested or spiroid-like structures, which are labeled
“defective”. In all cases, we recorded the number of hydrogen
atoms randomly removed after 5.0, 10.0, and 15.0 ps. Unlike in
previous DFTB/MD simulations, free hydrogen atoms were
frequently formed and removed, yet only a single free H2

molecule was found in trajectory 3000K_9 at 10 ps (Table 2).
At 2500 K, 12 out of 20 trajectories formed closed cage structures
(GFs) during the simulation time, equivalent to a fullerene yied
of 60%. Six of themwere found to yield defective or partially open

cages (see the corresponding Cartesian coordinates in the Sup-
porting Information, Tables S1 and S2). At 3000 K, the fullerene
yield was even higher with 17/20 = 85% successfully formed GFs.
In all successful trajectories, we recorded the time when the closed
fullerene cages are formed tf, the number of carbon atoms both in
the cage structure #Ccage and in the whole cluster #Ccluster at time
tf, and the root-mean-square (RMS) curvatures calculated from
the carbon atoms belonging to the largest cluster. The RMS
curvature is an average over all of the sp2 carbon atoms in the
cluster. Similar to that in previous DFTB/MD simulations, we
found that a higher temperature favors the formation of smaller
cages: #Ccage at 2500 K is distributed beween 155 and 212
(DFTB/MD: 174�212) with an average of 183 (DFTB/MD:
191), while the cage size at 3000 K is distributed between 157 and
199 (DFTB/MD: 74�201) with an average of 178 (DFTB/MD:
161). Consequently, RMS curvatures are very similar for ReaxFF/
MD and DFTB/MD simulations. The number of carbons con-
tained in exohedrally attached polyyne chains (so-called “an-
tennas”) is given as the difference between #Ccluster and #Ccage

in Tables 1 and 2. The average number of antenna carbons is 21 at
2500 K (DFTB/MD: 7) and 16 at 3000 K (DFTB/MD: 25). The
successfully formed cages of this study are displayed in Figures 1
and 2 for 2500 and 3000K, respectively. They occasionally contain
endohedrally encapsulated small Cn chains or rings, marked by
yellow color, which were not found in our previous DFTB/MD
simulations. However, previous tight-binding-based MD32 and
reactive force field MD21 simulations also predicted similar
endohedrally encapsulated carbon clusters.

Table 1. ReaxFF/MD Trajectories at 2500 Ka

H’s removed

trajectories @5 ps @10 ps @15 ps tf/tend (ps) #Ccage #Ccluster (ÆC2æ)1/2 (1/Å)

2500K-1 70 70 70 520 212 214 0.232

2500K-2 70 70 70 520 186 216 0.235

2500K-3 70 70 70 674 188 209 0.209

2500K-4 70 70 70 370 158 179 0.260

2500K-5 70 70 70 700.5 186 214 (0.262)

2500K-6 70 70 70 370.5 180 214 (0.237)

2500K-7 70 70 70 630 181 190 0.226

2500K-8 70 70 70 711 172 (open) 203 (0.278)

2500K-9 70 70 70 520 182 (defective) 214 (0.250)

2500K-10 70 70 70 520 183 (defective) 214 (0.237)

2500K-11 70 70 70 268 155 170 0.251

2500K-12 70 70 70 470 176 203 0.240

2500K-13 70 70 70 520 194 216 0.238

2500K-14 70 70 70 520 186 (defective) 214 0.236

2500K-15 70 70 70 520 159 (defective) 202 0.260

2500K-16 70 70 70 unsuccessful 216

2500K-17 70 70 70 unsuccessful 216

2500K-18 70 70 70 503.5 191 216 0.239

2500K-19 70 70 70 520 169 (defective) 212 (0.243)

2500K-20 70 70 70 489 184 211 0.263

averagea 503 183 204 0.241
aThe last row records the average values of tf, #Ccage, #Ccluster, and (ÆC2æ)1/2 over all successfully formed cages. tf corresponds to time of closed cage
formation in the successful cases, and tend is the point when the simulation is terminated in the unsuccessful cases. #Ccage is the number of carbon atoms
in the cage only, and #Ccluster is the number of total carbon atoms in the largest cluster at the time of cage formation. (ÆC2æ)1/2 is the root mean square
(RMS) curvature of the cluster, where curvature C is definded as the inverse radii of spheres best fitted to an sp2-carbon atom plus its three bond
neighbors. Brackets Æ...æ denote an average over sp2-carbons. “Defective” denotes a defective cage is formed, and “open” denotes an open cage.
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Similar as in previous DFTB/MD simulations, the cage closure
time also depends on the temperature: The average tf at 2500 K
was 503 ps (DFTB/MD: 82), while at 3000 K it was 329.6 ps
(DFTB/MD: 46 ps). The most striking difference between
DFTB/MD and ReaxFF/MD simulations is the much longer
time required for cage formation time in the case of the latter. After
220 ps in ReaxFF/MD (the longest DFTB/MD simulation runs),
not a single GF had formed. The reason for this significant
discrepancy between ReaxFF and DFTB will be discussed below.

III.B. Dynamics of Giant Fullerene Self-Assembly. In the
following sections, we analyze the general properties and
processes (key events) of fullerene cage formation for both
temperatures. Successful trajectories at the same temperatures
followed qualitatively similar patterns, although tf differed sub-
stantially between them. We here discuss only one representative
trajectory for each temperature, namely, trajectories 2500K-1
and 3000K-2. Other trajectories follow similar time evolution
patterns, although the detailed processes are of course different.
Figure 3 displays the evolution of the potential energy during

the course of these trajectories. Discontinuous jumps up in the
potential energy curves mark the H removal at 5, 10, and 15 ps,
followed by relaxation associated with a potential energy de-
crease. The potential energy evolution on such a scale was similar
to our previous DFTB/MD simulations.
III.B.1. Cluster Growth. Figure 4 displays for both trajectories a

histogram of #Ccluster sizes of all occurring clusters, where
different colors indicate separate molecular clusters. During
the initial 5 ps equilibration, no chemical reactions occurred.
This is in stark contrast to our previous DFTB/MD study, where
pyrolytic H abstraction and radical reactions were observed,
particularly at the higher temperature. At both low and high
temperatures, the growth of the largest cluster started dramati-
cally after the first H removal at 5 ps but slowed down after all
the H atoms were removed from the system after 20 ps. At this
time, a large cluster comprised of about half (2500K-1) or less
than half (3000K-2) the number of carbon atoms had formed
along with a couple of other, smaller clusters. In contrast, the
apparently more reactive DFTB/MD simulations exhibited
already after 20 ps a cluster consisting of almost all available

Table 2. ReaxFF/MD Trajectories at 3000 Ka

H’s removed

trajectory name @5 ps @10 ps @15 tf/tend (ps) #Ccage #Ccluster (ÆC2æ)1/2 (1/Å)

3000K_1 70 70 70 264 173 212 0.241

3000K_2 70 70 70 265.5 168 177 0.215

3000K_3 70 70 70 289.5 199 212 0.240

3000K_4 70 70 70 291.5 170 205 0.232

3000K_5 70 70 70 305.5 181 196 0.239

3000K_6 70 70 70 380 184 195 0.226

3000K_7 70 70 70 221.5 168 182 0.224

3000K_8 70 70 70 234.5 181 189 0.232

3000K_9 70 2/70 c 70 484.5 182 192 0.250

3000K_10 70 70 70 353 185 202 0.236

3000K_11 70 70 70 410 186 201 0.227

3000K_12 70 70 70 454.5 183 198 0.230

3000K_13 70 70 70 236.5 175 194 0.250

3000K_14 70 70 70 305 157 174 0.232

3000K_15 70 70 70 254 176 202 0.236

3000K_16 70 70 70 423 175 183 0.219

3000K_17 70 70 70 520 190 (open) 212 0.215

3000K_18 70 70 70 520 177 (PAH) 210 0.214

3000K_19 70 70 70 520 163 (PAH) 201 0.227

3000K_20 70 70 70 431.5 182 186 0.237

averageb 329.6 178 194 0.233
a Listed quantities have the samemeaning as in Table 1. bRefer to Table 1. cOne hydrogen molecule (2 H atoms) was found and removed at 10 ps in the
second H removal step in this trajectory.

Figure 1. GF cages at 2500 K from the 12 successful trajectories. Yellow
spheres indicate encapsulated fragments inside the formed cage.
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Figure 2. GF cages at 3000 K from the 18 successful trajectories. Yellow spheres indicate encapsulated fragments inside the formed cage.

Figure 3. Potential energy variation curve during the course of 2500K-1 (left) and 3000K-2 (right) trajectories. The inset shows the early stage during
the initial 30 ps. Jumps in energy correspond to hydrogen removals.

Figure 4. Cluster size (#Ccluster) evolution during the course of 2500K-1 (left) and 3000K-2 (right) trajectories. There are 216 total carbon atoms, and
the number of carbon atoms belonging to separate molecular clusters are indicated by vertical bars at a time interval of 1 ps. Initially, the reaction system
contains 36 benzene molecules, and gradually small fragments coalesce into one major cluster (shown in gray).
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carbon atoms in the system. In ReaxFF/MD simulations, the
largest clusters required a long time to coalesce with the smaller
clusters after 20 ps.
As in our previous DFTB/MD study, we monitored the

variations in the numbers of mono- or divalent (sp-hybridized),
trivalent (sp2-hybridized), and tetravalent (sp3-hybridized) type
carbon atoms as a function of simulation time. The curves are
plotted in Figure 5a for trajectories 2500K-1 and 3000K-2. Since
the number of tetravalent sp3 carbons is always negligible under
the conditions of the simulations, the plots record mainly the
interconversion between sp and sp2 carbons. Hence, the sp and
sp2 curves are roughly symmetric around 108 (half the number of
totally available cabon atoms). In order to better understand and
analyze the mechanism of the entire self-assembly process, we

also plot in the same figures the variations in the number of
carbon rings from triangles up to heptagons (Figure 5b) and the
variation of RMS atomic curvature (Figure 5c) in the system.
Three vertical dashed lines in all panels of Figure 5 indicate
qualitatively stages in the self-assembly processes. Figures 6 and 7
present the key event snapshots at different stages for trajectories
2500K-1 and 3000K-2, respectively. The data from Figures 5�7
will be discussed in the following paragraphs.
III.B.2. Events during and after H Removal. Each H removal

changed the coordination number of the carbon (from which H
was abstracted) from three to two. Thus, each of the three initial
H removal steps caused a sudden decrease in the total number of
sp2 carbons and the corresponding increase in the number of sp
carbons, as can be seen in the insets of Figure 5a. Along with this

Figure 5. (a) Carbon hybridization count, (b) ring count statistics, and (c) root-mean-square curvature plot as a function of time during the course of
trajectory 2500K-1 (left) and 3000K-2 (right).

Figure 6. Key event snapshots at different stages in trajectory 2500K-1.
Cyan and white spheres represent carbon and hydrogen atoms,
respectively.

Figure 7. Key event snapshots at different stages in trajectory 3000K-2.
Cyan and white spheres represent carbon and hydrogen atoms,
respectively.
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change in carbon hybridization, we observed a decrease in the
number of hexagons, indicating ring-opening processes. Conse-
quently, linear hydrocarbon chains were present in the system,
for instance, shown in the snapshots at 8 ps in trajectory 2500K-1
(Figure 6) and at 8.5 and 20 ps in trajectory 3000K-2 (Figure 7).
The ring-opening process producing linear polyacetylenic chains
is similar to our observations in DFTB/MD simulations. Inter-
estingly, several pentagons were created after the first H removal
at 5 ps, but these pentagons disappeared quickly in the simula-
tions at both temperatures. More significantly, around the same
time, three-membered carbon rings (“triangles”) started to
appear in large numbers (approximately 20 per trajectory),
reaching an abundance plateau at ∼20 ps and remaining the
dominant ring species until 180�200 ps (see insets of Figure 5b).
Initially, triangles and pentagons were often created in an
m-benzyne ring by bridge bond formation between the two hydrogen-
devoid carbon atoms, forming bicyclo[3.1.0]hexatriene [see for
instance the snapshots at 5.5 ps of trajectories 2500K-1 and
3000K-2 (Figures 6 and 7)]. This is an isomer of m-benzyne,
which was speculated upon in the literature but shown in high-
level ab initio quantum chemical calculations not to exist.33 The
pentagons of bicyclo[3.1.0]hexatriene were not stable and
started to disappear from around 10 ps due to ring-opening
processes, while the triangles continued to form abundantly, this
time at the tails of polyyne chains and between the chains of
Y-junction corners. Examples for such triangles at terminal
or Y-junction positions are visible in snapshots of trajectory
2500K-1 at 20 and 93 ps (Figure 6) and 3000K-2 at 20 and 50 ps
(Figure 7). In DFTB/MD simulations, triangles never appeared
as stable species. Such carbon triangles were also discussed in a
systematic ReaxFF benchmark study28 and a ReaxFF/MD study
of the aggregation of carbon in an atmosphere of hydrogen
molecules.34

As mentioned, the most noticeable difference between present
ReaxFF/MD and previous DFTB/MD simulations concerns the
time required for cage formation: ReaxFF/MD seems an order of
magnitude slower to produce the first fully formedGF cages. The
difference in time evolution is clearly visible in the time evolution
of sp- and sp2-hybridized carbon when comparing ReaxFF/MD
(Figure 5a) and DFTB/MD (Figure 3 in ref 15) results: Both
simulations predict a minimum number of sp2 carbon atoms after
the third H removal, but it takes vastly longer in ReaxFF/MD
simulations (20�30 ps in DFTB/MD, 150�200 ps in ReaxFF/
MD) to recover and reach a 50:50 ratio to sp carbon atoms. At
the same time, practically no polygonal rings were found at this
stage, with the exception of the above-mentioned triangles. In
this context, we note another important difference between
DFTB/MD and ReaxFF simulation results: DFTB/MD simula-
tions predicted that ring-condensation processes would occur
rapidly once all hydrogen atoms left the system, easily bringing
the number of hexagons back up to around the original number
of 36. The same recovery process was found to be very slow in
ReaxFF/MD simulations. It took roughly 450 ps (starting from
∼45 to 500 ps) in the case of 2500K-1 and roughly 150 ps (from
∼100 ps to ∼250 ps) in the case of 3000K-2. Similarly as in the
DFTB/MD simulations, hexagons were the dominant ring
species, followed by pentagons and heptagons. As the ring
condensation reactions continued in ReaxFF/MD simulations,
the number of triangular carbons became gradually reduced. We
conclude that the ring condensation process of pure carbon
chains occurs on a different time scale with different intermediate
ring species in the twomethods. This differencemay be explained

at least partially by the fact that the angle strain in linear carbon
chains is overestimated by ∼20% in ReaxFF relative to the
quantum chemical B3LYP/6-31G(d) level of theory,28 while the
corresponding DFTB angle strain reproduces the first principles
result well.
In Figure 5c, we trace the variation of the root-mean-square

(RMS) of the atomic curvatures of all sp2 carbon atoms in the
system. It is clear that the RMS curvature has a small value
(<0.2 Å�1) for initial benzene rings at the simulated tempera-
tures. Once the H removal began, the benzene rings started to
open, and the molecules were transformed into linear fragments,
which have larger flexibility, and thus larger local curvatures can
be expected for sp2 carbon atoms, for instance, at Y-junctions.
During this stage, the curvature values were oscillating around a
relatively large value > 0.3. Large oscilations in the curvature
curve are attributed to the large flexibilities of Y-junction points
during this stage. During the following ring condensation stage,
the RMS curvature values slowly converged to values of the final
cage structures.
Figure 8 displays the chemical composition of hydrocarbons

(CxHy) before the second and third H removal step at 10 and 15
ps from all of the 20 trajectories at both temperatures. This figure
corresponds to Figure 5 in ref 15. It is clear that at higher
temperatures, the trajectories contain larger clusters. After 10 ps
simulations, the largest cluster consisted of∼43 carbon atoms for
T = 3000 K, whereas the largest cluster atT = 2500 K consisted of
only∼36 carbon atoms; after 15 ps, the largest cluster was found
to have∼170 carbon atoms at 3000 K but only∼130 at 2500 K.
The clusters at both stages are mainly dominated by open-chain
polyacetylene-like structures. In the case of DFTB/MD simula-
tions, PAH species and fullerene precursors were already present
at ∼15 ps; in the case of ReaxFF/MD simulations, only poly-
actylene-like chain structures were found. Similarly to DFTB/
MD predications, larger clusters tend to have slightly lower H/C
ratios than the overall system’s H/C ratio, while smaller frag-
ments have somewhat higher H/C ratios.15

III.B.3. Cage Self-Assembly. The mechanism of dynamic full-
erene self-assembly is qualitatively similar in both DFTB/MD
and ReaxFF/MD simulations, with major differences concerning
chemical reaction speed and differences in predicted intermedi-
ate structures as discussed above. The first step is the ring-opening
and fragmentation process. In ReaxFF/MD simulations, during H
removal, all carbon rings were destroyed, giving way to poly-
acetelyene-like chains. In contrast to DFTB/MD simulations,
this step continues beyond the last H removal (until ∼20 ps).
The second step in ReaxFF/MD simulations is the linear chain
growth process. Short, linear carbon chains devoid of hydrogen
fuse, creating larger linear and branched chains. This step is
characteristic for the ReaxFF/MD simulations and does not
occur during DFTB/MD simulations, where rings were formed
already during H removal from ring-opened polyacetylene-like
chains. The third step is dominated by ring condensation, starting
from small nuclei of condensed rings. Hexagons are most
abundant, while a signficant number of pentagons provided
enough positive curvature to the structure, causing the apperance
of basket-shaped structures with linear polyyne chains attached
(“octopus on the rock” structures). The number of heptagons is
competitive with that of the pentagons but remains smaller. Since
pure carbon chains are abundant in ReaxFF/MD simulations
after H removal, the “arms of the octopus” are somewhat more
abundant when compared to DFTB/MD simulations. Finally,
the fourth step of fullerene cage self-assembly, cage-closure,
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occurred during a drawn-out process and is shown in Figures 6
(520 ps) and 7 (265.5 ps). Similar to the DFTB/MD predictions,
in the final closed cages, the numbers of hexagon rings were
dominant, followed by around 20 pentagons and a comparable
number of heptagons. Clearly, the final self-assembled cages are
very large, highly defective, and far from obeying the isolated
pentagon rule, similar as in DFTB/MD simulations.
III.C. Computational Efficiency. To accurately evaluate the

differences in CPU times required for corresponding trajectories,
we timed DFTB/MD and ReaxFF/MD simulations for a system
with the following characteristics: 36 benzene molecules were
placed in a 21 Å3 PBC box, and a Berendsen thermostat with
2500 K target temperature was employed in both simulations.
For this benchmark, the time integration interval in DFTB was
lowered toΔt = 0.1 fs so that we could estimate the performance
difference of the two methods using the same number of time
intervals for the same simulated time. A total of 1000 time
integration steps were performed, yielding two trajectories of 100
fs length in both ReaxFF- andDFTB-basedMD simulations. The
CPU time required was 130.73 and 2396.31 s, respectively, on an
Intel Xeon E5460@2.66 GHz CPU core, indicating that ReaxFF
is roughly 20 times faster than DFTB in such a system. When
taking into account that DFTB/MD simulations can be per-
formed with a larger time interval of Δt = 0.48 fs (while still
conserving total energy in NVE simulations with an error of only
a few kcal/mol), the speedup of ReaxFF reduces effectively to a
factor of about 4.

IV. SUMMARY AND CONCLUSIONS

ReaxFF/MD simulations predict similar patterns of fullerene
formation during benzene combustion to those of previous
DFTB/MD simulations,15 with major differences concerning
chemical reaction speed and some differences in predicted

intermediate structures. Common to both methods is the predic-
tion that, under the given carbon concentration in the absence of a
carrier gas, giant fullerene cages with sizes between 155 and 212
(DFTB/MD: between 174 and 212) carbon atoms are formed in
relatively high yields of 60% (2500 K, DFTB/MD: 50%) and 85%
(3000 K, DFTB/MD: 42%). The cage self-assembly in both types
of MD simulations involves the benzene ring-opening, carbon
chain, and ring growth via ring-condensation reactions of sp-
hybridized carbon chains attached to sp2 carbon ring networks. In
both simulations, hexagons finally outweigh by far pentagons and
heptagons, and the final giant fullerene (GF) cages possess linear
carbon chains attached to the cages at sp3 carbon defects. The
major difference between classical ReaxFF and quantum chemical
DFTB potentials concerns the reactivity of the partially hydro-
genated and pure carbon species: DFTB predicts a much faster
succession of events, leading to fullerene cage closure being up to
a full order ofmagnitude faster (∼50 ps vs∼500 ps) thanReaxFF.
It appears that the bending of sp1 chains is probably the deciding
factor in the reaction: A comparison of the potential energy
profiles for the bending of the C3 molecule (see Figure S1 in the
Supporting Information) shows that thismode is stiffer in ReaxFF
than in the DFTB and DFT methods, even though ReaxFF
outperformsDFTB in the prediction of isomer energies of theC28

species (Table S1 in Supporting Information). Further differences
were found as follows:
1 Final cages often appear to be “nested” or “spiroid”-like in
ReaxFF/MD simulations, exhibiting major discontinuities
in the sp2 carbon cage walls.

2 GFs occasionally exhibit endohedrally encapsulated small
Cn chains or rings, different from previous DFTB/MD
simulations.

3 In ReaxFF simulations, carbon triangles are common occur-
ances as termini of linear carbon chains and during hydrogen
removal as part of the hypothetical bicyclo[3.1.0]hexatriene

Figure 8. Hydrocarbon cluster compositions at (a) 10 ps for 2500 K, (b) 15 ps for 2500 K, (c) 10 ps for 3000 K, and (d) 15 ps for 3000 K (before the H
removal steps). Each point corresponds to a CxHy species. The continuous lines represent the overall H/C ratio of the entire system. Data points are
plotted for all 2500 K (left) and 3000 K (right) trajectories.
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isomer of m-benzyne (see also Figure S1 in the Supporting
Information).

4 In ReaxFF simulations, carbon rings open up to form linear
chains during hydrogen removal.

It is difficult to pinpoint the exact contribution of these
fundamental differences between both methods to each phe-
nomenological difference. Since DFTB is an approximate meth-
od of density functional theory, which itself is an approximation
of higher ab initio quantum chemical methods, we conclude that
ReaxFF/MD is well suited to describe fullerene formation
processes on nanosecond time scales. These simulations for
the presented systems are between 4 and 20 times faster than
corresponding quantum chemical DFTB/MD simulations, de-
pending on the employed time integration intervals.
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ABSTRACT: In this work a method is presented for the partitioning of MP2 correlation energies through a grid-space partitioning
using the iterative Hirshfeld weight function. The correlation energies are partitioned into mono- and diatomic contributions using
two alternative schemes, which allow different levels of parallelization. The method is tested on a set of 24 molecules containing
various atoms, leading to the conclusion that, while the numerical results of the two schemes slightly differ, the chemical information
contained in them is similar. The method is subsequently applied to the analysis of the interaction energy of three benzene dimers.

1. INTRODUCTION

The appeal in studying the energy of a system lies in its hold on
information, such as bonding, stability, and reactivity. The
information provided by an energy calculation can be greatly
enriched if the total energy can be partitioning into chemically
meaningful components. An obvious way of partitioning the
energy within a correlated ab initio method is to do it for the
Hartree�Fock and correlation energy separately. Since a number
of energy partitioning schemes are available for the Hartree�
Fock energy,1�10 the present paper focuses on the correlation
energy partitioning.

Since the energy expression depends on the level of theory, the
number and the nature of various contributions differ accord-
ingly. In particular, within the range of the correlated ab initio
methods, such as Møller�Plesset11 perturbation theory and
coupled clusters,12,13 the quality of the energy obtained is
determined by the sophistication level of the correlation energy
expression. For a closed-shell system, the correlation energy can
be expressed through the amplitude τij

ab in eq 1:

Ec ¼ ∑
ij

occ

∑
ab

virt

τabij ½2ðiajjbÞ � ðibjjaÞ� ð1Þ

where i and j denote occupied molecular orbitals, a and b are
virtual molecular orbitals, and (ia|jb) are two-electron repulsion
integrals. Although this expression is, strictly speaking, of a
nonlocalized nature, it is tempting for a chemist to rationalize
it in terms of atomic and bond (diatomic) contributions, in order
to extract chemical information about the system.

Therefore, several methods have been developed in the past
decade for the partitioning of correlation energies.14�22 These
methods can be divided into two major categories. The first one
includesmethods based on a population analysis partitioning,14�17

where one makes use of the linear combination of atomic orbitals
(LCAO) expansion of the molecular orbitals and rewrites eq 1 in
terms of a sum over atomic orbitals with common centers, thus
partitioning the total correlation energy into a sum of mono- and
diatomic contributions.14�16 On the other hand, for variational
methods such as configuration interaction (CI), the two-electron

energy can be partitioned directly using the second-order density
matrix Γ:17

Eee ¼ ∑
ijkl
ΓijklðijjklÞ ð2Þ

where Eee contains both the correlation energy as well as the two-
electron Hartree�Fock energy contributions. The methods of the
second category are based on a partitioning in the three-dimen-
sional physical space,3,18�21 where the two-electron integrals
(ia|jb) are partitioned into mono- or diatomic contributions by
inserting the atomic weight functions into the integral. In this case,
too, one can make use of either eqs 118 or 2.19�21

This broad collection of methods reflects the nonuniqueness
of partitioning, which is due to the lack of a quantum mechanical
“atomic Hamiltonian” within a molecule. Therefore, none of the
wabove-mentioned methods can be a priori declared superior
to the others. The usefulness of each method is to be judged by
practical criteria, such as the consistency of the results with the
chemical knowledge and intuition. For instance, when parti-
tioning the total energies into diatomic contributions, one
would desire the values to be comparable with dissociation
energies for bonding interactions, to increase with the bond
multiplicity, and to provide clearly different values for bonding
and nonbonding interactions.

In this work, we propose to partition the correlation energy of
the second-order Møller�Plesset method (MP2) through the
use of the Hirshfeld method,23�25 which has proved to be useful
for the analysis of a broad gamma of properties, including the
energy at Hartree�Fock9 and density functional theory (DFT)
levels.26 A short description of the Hirshfeld method, together
with the outline of our methodology for the partitioning of the
MP2 correlation energy into mono- and diatomic contributions
is presented in Section 2, followed by some details on the
implementation in Section 3 and by a discussion of the results
on a limited set of 24 molecules in Section 4. An application of
the method to the interaction energy of three benzene dimers is

Received: December 3, 2010
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presented in Section 5. Finally, Section 6 contains the summary
and the conclusions of this work.

The correlation energy decomposition can be used in two
manners. First, for the systems in which the electron correlation
essentially determines the molecular structure (such as van der
Waals complexes), the decomposition can be applied as such to
understand which pairwise interactions are more important
than the others. On the other hand, the correlation energy
decomposition can be used for any molecule on the top of a
suitable Hartree�Fock energy decomposition (for instance,
according to ref 9). This gives rise to a total correlated energy
decomposition.

2. METHOD

The Hirshfeld method allows to partition molecular proper-
ties into atomic contributions through insertion of a normalized
weight function into the integral that determines the property in
question. For instance, the population of atom A is determined
by the following expression:

NA ¼
Z

wAðrÞFðrÞdr ¼
Z

FAðrÞdr ð3Þ

where F(r) is the molecular density and wA(r) is the atomic
weight function. The total number of electrons is recovered by
summation over all the atoms, since the atomic weight functions
at each point r sum to one:

N ¼ ∑
A

Z
wAðrÞFðrÞdr ¼

Z
ð∑
A
wAðrÞÞFðrÞdr ð4Þ

In the classic version of the Hirshfeld method (H-C),23 the
weight function of each atom is constructed from the free-atom
densities FA[0](r) normalized by a superposition of the free-atom
densities of all the atoms in the molecule, referred to as
“promolecule”:

wH-C
A ðrÞ ¼ F½0�A ðrÞ

∑
B
F½0�B ðrÞ

ð5Þ

These free-atom densities are obtained from a self-consistent
field (SCF) calculation on an isolated atom in its spectro-
scopic ground state with the same basis set as used in the
calculation of the electron density of the molecule. This form
of a weight function assumes that the atoms within the
molecules resemble the free spherically symmetric neutral
atoms. Since this choice is somewhat arbitrary, an improved
iterative version of the Hirshfeld method (H-I) was developed
by Bultinck et al.,25 in which the promolecule is constructed
from densities of atoms which resemble actual atoms in the
molecule rather than free atoms. This is achieved through an
iterative procedure, where the weight function at the n-th
iteration is constructed from the atomic densities obtained in
the previous iteration:

w½n�
A ðrÞ ¼ F½n � 1�

A ðrÞ
∑
B
F½n � 1�
B ðrÞ

ð6Þ

where FA[n�1](r) = wA
[n�1](r)F(r) and wA

[1](r) = wA
H-C(r) is the

classic Hirshfeld weight function. Here, FA
[n�1](r) is an atomic

density which integrates to the number of electrons NA
[n�1]

calculated in the previous iteration as

N ½n � 1�
A ¼

Z
w½n � 1�
A ðrÞFðrÞdr ð7Þ

SinceNA
[n�1] is generally a noninteger number, this is achieved

by interpolating between the densities of atoms with the upper
bound integer ofNA

[n�1] and the lower bound integer ofNA
[n�1]

number of electrons. This procedure is repeated until con-
vergence, at which point the converged atomic weight func-
tions become the H-I weight functions. The practical details of
the iterative procedure can be found in ref 25.

The partitioning of a two-electron integral can be obtained by
inserting the Hirshfeld atomic weight function into the two-
electron integral as follows:

ðiajjbÞ ¼ ∑
A
ðiajjbÞA

¼ ∑
A

Z
wAðr1Þϕiðr1Þϕaðr1Þ

Z
ϕjðr2Þϕbðr2Þ

r12
dr2

" #
dr1

ð8Þ
The integral in square brackets can be easily evaluated at each
gridpoint r1 using analytical formulas for nuclear attraction
integrals, which allows avoiding double numerical integration.
A similar partitioning of the two-electron integral was employed
by Imamura et al.18 However, those authors used the Becke
weight function27 rather than the Hirshfeld partitioning. More
importantly, Imamura et al. only decompose the amplitude in the
correlation energy expression (eq 1), which leads to a correlation
energy expressed by a sum of monatomic contributions only. In
contrast, we prefer to partition also the two-electron integrals in
the second multiplier of eq 1 in order to obtain both mono- and
diatomic terms. Eventually, this yields the following MP2 corre-
lation energy partitioning into diatomic contributions EMP2

AB and
monatomic ones EMP2

AA :

EMP2 ¼ ∑
A
EAAMP2 + ∑

A < B
EABMP2 ð9Þ

where

EABMP2 ¼ 2∑
i

occ

∑
a

virt

∑
j

occ

∑
b

virtðiajjbÞA½2ðiajjbÞB � ðibjjaÞB�
εi + εj � εa � εb

ð10Þ

and

EAAMP2 ¼ ∑
i

occ

∑
a

virt

∑
j

occ

∑
b

virtðiajjbÞA½2ðiajjbÞA � ðibjjaÞA�
εi + εj � εa � εb

ð11Þ

Here εi is the orbital energy of the i-th molecular orbital. The
factor 2 in eq 10 is due to symmetric nature of the expression:
EMP2
AB = EMP2

BA .
A closer look at eq 10 reveals an alternative expression for the

EMP2
AB energy contribution. Indeed, since (ia|jb) = (ai|bj)*, a

similar but not equivalent diatomic correlation energy expression
E0MP2

AB can be defined:

E0ABMP2 ¼ 2∑
a

virt

∑
i

occ

∑
b

virt

∑
j

occðaijbjÞA½2ðaijbjÞB � ðajjbiÞB�
εi + εj � εa � εb

ð12Þ
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The difference between the two definitions lies in the terms
(ib|ja)B and (aj|bi)B, which are not equivalent since the
atomic weight function of atom B is inserted in the left-hand
side of the integral (eq 8). This involves integration over r1 inR
wB(r1)ji(r1)jb(r1)

R
jj(r2)ja(r2)r12

�1dr2dr1 in the former
and in

R
wB(r1)ja(r1)jj(r1)

R
ji(r2)jb(r2)r12

�1dr2dr1 in the
latter.

Partitioning the MP2 correlation energy according to eq 10
can be interpreted in terms of pair correlation energies eij:

EMP2 ¼ ∑
ij

occ

eij ð13Þ

where

eij ¼ ∑
ab

virtðiajjbÞ½2ðiajjbÞ� � ðibjjaÞ�
εi + εj � εa � εb

ð14Þ

¼ ∑
ab

virtðaijbjÞ½2ðaijbjÞ� � ðajjbiÞ�
εi + εj � εa � εb

ð15Þ

Partitioning eij into diatomic contributions according to eq 10 can
be regarded as decomposing the i-th occupied orbital to atoms A
and B while summing over the occupied j. The alternative
expression in eq 12, on the other hand, decomposes i to atom A
on the left-hand side of the product in the eij expression, but both i
and j are decomposed to atom B on the right-hand side of the
product. From this perspective, eq 12 is less theoretically sound
than eq 10 but, as will be shown later, is better suited for
parallelization while producing similar results.

Yet another option would be to consistently decompose
orbital i to atom A and orbital j to atom B, which leads to the
expression:

~EABMP2 ¼ 2∑
i

occ

∑
a

virt

∑
j

occ

∑
b

virtðiajjbÞA½2ðjbjiaÞB � ðjajibÞB�
εi + εj � εa � εb

ð16Þ

However, since expression 16 is considerably more computation-
ally demanding, we will focus on eqs 10 and 12 for the rest of this
article.

3. COMPUTATIONAL DETAILS

The calculation of all diatomic contributions in eqs 10 and 12
is computationally demanding, since each of the integrals (ia|jb)A

has to be evaluated numerically. As we would like to be able to
apply this method in systems of interest without being over-
encumbered with size limitations, we implemented an MPI-
parallelized code with the following structure (Chart 1):

where the left-hand scheme represents parallelization over the
occupied molecular orbitals i, according to eq 10, while the right-
hand scheme represents parallelization over the virtual molecular
orbitals a according to eq 12. Here E(i,AB) and E(a,AB) are the
contributions of the i-th molecular orbital into EMP2

AB and of the
a-th molecular orbital into E0MP2

AB , respectively.

Eði,ABÞ ¼ ð2� δABÞ∑
a

virt

∑
j

occ

∑
b

virtðiajjbÞA½2ðiajjbÞB � ðibjjaÞB�
εi + εj � εa � εb

ð17Þ

Eða,ABÞ ¼ ð2� δABÞ∑
i

occ

∑
b

virt

∑
j

occðaijbjÞA½2ðaijbjÞB � ðajjbiÞB�
εi + εj � εa � εb

ð18Þ
The possibility to calculate E(i,AB) and E(a,AB) is the key

feature of the parallelization scheme; this cannot be achieved for
expressions, such as eq 16. Although the right-hand scheme will
always result in a larger total CPU time, the number of numerical
integrations to be performed being larger (since there are always
more virtuals than occupied), it allows a much higher degree of
parallelization. For instance, an ethylene molecule calculated
with the aug-cc-pVDZ basis set has 8 occupied and 72 virtual
molecular orbitals. In the first version of the method the
calculation can be parallelized over a maximum of 8 processes,
while in the second version the calculation can be run over 72
processes. In the latter case, the wall-clock time of the calculation
will be effectively reduced by a factor of 72 compared to a single-
process run of the same code, since the communication needed
between the processors is minimal, requiring only the transmis-
sion of a symmetric matrix holding the E(a,AB) energies.

The geometries of the 24 small molecules examined in Section
4 were optimized with the Gaussian0328 program at the MP2/
aug-cc-pVDZ level. The full MP2 formalism was used throughout
thework. The geometries of the three benzene dimers examined in
Section 5 are obtained from ref 30, and the interaction energies
where calculated using the Gaussian0328 program at the MP2/
6-31++G** level. The partitioning of the correlation energies was
performed using the STOCK program.24 For the sake of compar-
ison, the Ayala�Scuseria energies14 were calculated using another
program written by the authors.

4. TEST CALCULATIONS

The MP2 correlation energies of a set of 24 molecules were
calculated and partitioned using the two alternative methods
described above. Table 1 gives the monatomic contributions
EMP2
AA (eq 10) and E0MP2

AA (eq 12) to the correlation energies, while
Table 2 contains the diatomic contributions EMP2

AB and E0MP2
AB of

bonded atoms. The contributions of nonbonded atoms will be
discussed at a later stage. For both partitioning schemes, the total
correlation energies are reconstructed from eq 9 with an accuracy
of 0.01 kcal/mol.

As seen from Table 1, the monatomic values depend strongly
on the atom type, getting more negative in the order H < B < C <
N < F < O < Cl. For a given type of atom, the energies are
influenced by the bonding with the neighboring atoms. For
instance, the correlation energy of a hydrogen atom becomes less
negative for H(B) > H(C) > H(Cl) > H(N) > H(O) > H(F),
suggesting that the absolute value of the correlation energy
decreases with increasing polarity of the bond. The hybridization

Chart 1
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state of the atoms, the hybridization of the neighboring atoms,
and the weak interactions also influence the correlation energy,
although to a smaller extent. For example, the correlation energy
of H increases on going from ethane to acetylene by 1.07 kcal/mol
but decreases on going from NH3 to cis-N2H2 by 1.44 kcal/mol,
when calculated using eq 10. Similar trends are observed for the
heavier atoms. For example, the absolute value of the monatomic
correlation energy of carbon increases from ethane to acetylene
but decreases when going from CH3OCH3 to CO2. These
variations are found to correlate strongly for the H atoms with
the in the atomic charges calculated with the iterative Hirshfeld
method from the MP2 density, as shown in Figure 1, where all
hydrogen atoms present the molecules in Table 1 where in-
cluded. For heavier atoms, the general trend persists but is less
pronounced: A value ofR = 0.87 is found for C atoms and an even
lower value for O and N. This is hardly surprising since one
cannot expect a straightforward connection between a nonlocal
property as correlation and a local property of condensed
density. The correlation found for the H atoms can be explained
by the fact that the EMP2

H property can be seen as a special case

among the monatomic correlation energies, since it describes the
correlation energy of an atom containing only one electron. This
“self-correlating” property can be rationalized as follows: Con-
sider the symmetric H2 molecule described by a minimal basis
set, such that there is only one doubly occupied molecular orbital
i and one virtual orbital a. The monatomic correlation energy of
atom H1 is then given by:

EHMP2 ¼ ðiajiaÞH1ðiajiaÞH1

2ðεi � εaÞ ð19Þ

Since both of the atoms are symmetric, the weight function of
both atoms is identical, and the orbitals are equally delocalized
over both atoms, so EMP2

H1 = EMP2
H2 and, due to the factor 2 in the

definition in eq 10, EMP2
H1 = 1/2EMP2

H1 H2. Now consider a hypothe-
tical molecule HX, still in the framework of the minimal basis set,
where X still contains only one electron but is more electroneg-
ative. Then the orbital i ismore localized onX. Evidently,EMP2

H will
decrease and so will the atomic population of H. Thus, an increase
in electronegativity of neighboring atoms causes a decrease of the

Table 1. Monoatomic Energies EMP2
AA and E0

MP2
AA (eqs 10 and 12, respectively) Calculated Using the Aug-cc-pVDZ Basis Seta

H B N C O X

EMP2
AA E0MP2

AA EMP2
AA E0MP2

AA EMP2
AA E0MP2

AA EMP2
AA E0MP2

AA EMP2
AA E0MP2

AA EMP2
AA E0MP2

AA

BH3 �7.90 �7.46 �20.75 �19.72

B2H6 �7.44 (2B) �7.06 (2B) �26.46 �26.76

�7.95 (1B) �7.49 (1B)

CH4 �5.79 �5.34 �58.94 �57.58

C2H6 �6.30 �5.84 �59.10 �57.58

C2H4 �6.10 �5.63 �60.69 �59.15

C2H2 �5.23 �4.77 �63.44 �67.81

C6H6 �6.71 �6.22 �65.24 �63.51

H2O �2.63 �2.36 �124.13 �123.62

CH3OH �6.55(C) �6.08(C) �59.79 �52.27 �125.75 �124.97

�6.34(C 3 3 3O) �5.87(C 3 3 3O)
�3.17(O) �2.87(O)

CH3OCH3 �6.76(C) �6.29(C) �55.63 �54.09 �128.51 �127.51

�6.43(C 3 3 3O) �5.96(C 3 3 3O)
H2CO �6.68 �6.21 �48.11 �46.62 �127.54 �126.67

HCO2H �7.01(C) �6.52(C) �43.01 �41.58 �129.78 �129.01

�2.75(O) �2.49(O) �127.39(H) �126.67(H)

CO2 �37.63 �36.23 �129.61 �128.88

CO �45.79 �44.84 �125.48 �124.54

NH3 �3.74 �3.40 �97.85 �96.95

CH3NH2 �6.44(C 3 3 3N) �5.96(C 3 3 3N) �98.68 �97.57 �55.89 �54.33

�6.70(C) �6.22(C)

�4.62(N) �3.89(N)

N2H4 �4.40 �4.03 �96.01 �94.82

cis-N2H2 �5.10 �4.68 �92.80 �91.50

trans-N2H2 �4.87 �4.46 �92.88 �91.59

N2 �87.88 �86.53

HF �1.90 �1.69 �134.95 �134.74

HCl �5.11 �4.69 �92.67 �92.24

CH3F �6.21 �5.75 �51.92 �50.49 �137.71 �137.29

CH3Cl �6.07 �5.62 �59.75 �58.27 �94.19 �93.64
aAll values are in kcal/mol. H(X) denotes a hydrogen atom bonded with atom X. H(X 3 3 3Y) denotes a hydrogen atom bonded with atom X and sterical
interaction with atom Y.
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monatomic correlation energy. Since this picture is too simplistic
for heavier atoms, the correlation factor is lower in this case. For
carbon atoms, a reasonably strong correlation of R = 0.96
(Figure 2) is found between the monatomic correlation energies
and the change in atomic population due to correlation, defined as

Ncorr
A ¼

Z
wAðrÞðFMP2ðrÞ � FSCFðrÞÞdr ð20Þ

The diatomic correlation energy contributions depend
strongly on the bond multiplicity. The correlation energy varies
between 4 and 8 kcal/mol for a single bond, 13 to 18 kcal/mol for

a double bond, and 22 to 25 kcal/mol for a triple bond (or even
more for theN2molecule) for all the atoms in the examined set of
molecules. The value obtained for the C�C bond in benzene is
quite encouraging, since it is situated between the value for
ethane and ethylene.

The dependence on bond multiplicity can be explained by the
energy denominator in eqs 10 and 12. When passing from a
single to a double to a triple bond, the diatomic component
increases strongly due to a much smaller gap between the
π-orbitals compared to that between σ-orbitals. Within the same
bond type and multiplicity, the values are influenced by the

Table 2. Diatomic Energies EMP2
AB and E0

MP2
AB (eqs 10 and 12, respectively) Calculated Using the Aug-cc-pVDZ Basis Seta

BH CH CC NH NN

EMP2
AB E0MP2

AB EMP2
AB E0MP2

AB EMP2
AB E0MP2

AB EMP2
AB E0MP2

AB EMP2
AB E0MP2

AB

BH3 �5.27 �5.96

B2H6 �5.34(1B) �5.97(1B)

�3.90(2B) �4.15(1B)

CH4 �6.05 �6.73

C2H6 �5.62 �6.30 �7.74 �8.49

C2H4 �5.46 �6.15 �13.65 �15.03

C2H2 �5.01 �5.67 �22.87 �25.21

C6H6 �4.84 �5.53 �9.42 �10.42

CH3OH �5.21(C) �5.94(C)

�5.06(C 3 3 3O) �5.78(C 3 3 3O)
CH3OCH3 �5.12(C) �5.85

�5.02(C 3 3 3O) �5.73(C 3 3 3O)
H2CO �4.81 �5.57

HCO2H �3.97 �4.74

NH3 �5.84 �6.44

CH3NH2 �5.28(C) �6.01(C) �5.29 �5.91

�5.15(C 3 3 3N) �5.85(C 3 3 3N)
N2H4 �4.96 �5.61 �6.98 �7.97

cis-N2H2 �4.71 �5.40 �15.95 �17.71

trans-N2H2 �4.55 �5.22 �16.25 �18.04

N2 �32.79 �35.48

CH3F �5.19 �5.92

CH3Cl �5.16 �5.86

CN OH OC XH XC

EMP2
AA E0MP2

AA EMP2
AA E0MP2

AA EMP2
AA E0MP2

AA EMP2
AA E0MP2

AA EMP2
AA E0MP2

AA

H2O �5.04 �5.55

CH3OH �4.30 �4.84 �6.15 �6.95

CH3OCH3 �4.74 �5.54

H2CO �13.69 �15.14

HCO2H �3.90 �4.35 �6.44 �7.22

�11.48 �12.76

CO2 �12.70 �14.09

CO �22.00 �23.89

CH3NH2 �7.60 �8.46

HF �4.34 �4.76

HCl �6.73 �7.57

CH3F �4.58 �5.24

CH3Cl �7.44 �8.32
aAll values are in kcal/mol.
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chemical surrounding. For instance, the absolute values for the
C�H bond decrease on going from ethane to acetylene, with the
absolute values for methane being larger than for ethane and for
benzene lower than for acetylene.

The values calculated using eqs 10 and 12 differ by about
0.5 kcal/mol for the mono- and diatomic energies involving the
H atom and up to 3 kcal/mol for correlation energies of the
heavier atoms. In general, the monatomic energies E0MP2

AA are
slightly less negative than EMP2

AA . Correspondingly, the diatomic
energies E0MP2

AB are larger in absolute values than EMP2
AB . Despite

these small numerical differences, the trends discussed above are
equivalent in both partitioning schemes.

The basis set dependence of the method is summarized in
Table 3. Only the mono- and diatomic values calculated using
eq 12 are shown, as the basis set dependence of both partitioning
schemes is similar. Table 3 also reports the total correlation
energy for each basis set. One can see that the MP2 correlation
energy is significantly undermined when polarization functions
are excluded, while the addition of diffuse functions has only a
minor effect. The difference between the Pople double- and
triple-ζ basis sets amounts to 20% of the total correlation energy
calculated with the triple-ζ basis set, while the values obtained
with the aug-cc-pVDZ basis set are situated in between. Compar-
ing the aug-cc-pVDZ values with the values obtained with the
largest Pople basis set shows that while the monatomic energies
of the former are slightly higher, the diatomic energies are lower.
This effect is especially pronounced for the energies of the C, N,
and O atoms. Overall, the addition of polarization functions
appears to result in the most significant improvement.

In order to compare our scheme with other partitioning
techniques, in Table 3 we give the values obtained using the
Ayala�Scuseria14 method, calculated with the 6-31G* basis set.
These results indicate that not only the numerical values of the
mono- and diatomic energies differ but also, in some cases, the
trends as well. For example, the relation between the diatomic
correlation energy and the bond multiplicity, as discussed above,
is not present in the Ayala�Scuseria method.

In most molecules examined here, the sum of the monatomic
energies and diatomic energies of the bonding interactions com-
prises more than 95% of the total correlation energy. The diatomic
contributions between two nonbonded atoms are limited, in
absolute values, to less than 0.05 kcal/mol between two H atoms,
0.5 kcal/mol for anH atom interactionwith a heavier atom, and 1.0
kcal/mol between two heavier atoms. Three exceptions to this rule
are present in the 24 molecules studied here, which concern 2
nonbonding interactions between O atoms in HCO2H and CO2

and a nonbonding interaction between B atoms in diborane. The
diatomic correlation energies for these three pairs are summarized
in Table 4, calculated using various basis sets. While EMP2

OO for the
O 3 3 3O interaction in both molecules decreases in absolute value
with increasing the basis set and may therefore be expected to
become less significant at the complete basis set limit, the situation
is reversed for the B 3 3 3B interaction. This is probably related to an
exchange interaction, which also emerges indirectly in bond orders
between nonbonded X 3 3 3Z atoms in the case of three-center two-
electron X�Y�Z bonds.31

5. INTERACTION ENERGY OF BENZENE DIMERS

In the previous section we have demonstrated that both
schemes (eqs 10 and 12) provide chemically meaningful mono-
and diatomic correlation energies. In this section we will focus on
applying the method to benzene dimers. The energetics of this
system is largely determined by dispersion interaction, which
cannot be correctly described neither by Hartree�Fock nor by
most density functionals. As mentioned in Section 2, the scheme
based on eq 10 is theoretically more sound. However, since the
scheme based on eq 12 is much more easily parallelizable, and in
light of the quality of the results obtained in the previous section,
the CPU-intensive calculations on the benzene dimers were
carried out within the second scheme.

The structures of three benzene dimers in the sandwich, parallel
displaced, and T-shaped configurations are shown in Figure 3. The
geometries optimized at QCISD(T)/aug-cc-pVTZ level were
taken from ref 30. The calculations of the MP2 correlation energy
were performed using the 6-31++G** basis set. Since the MP2
method overestimates dispersion interaction in the benzene
dimer32 and the 6-31++G** basis set is not large enough to fully
reproduce the correlation energy, the results only represent a
qualitative picture of the interaction energy of these dimers. This
qualitative picture is, however, sufficient for our goal, since the
chemical information that can be obtained from a partitioning
method is confined in the trends, rather than the exact values. For
each of the geometries, the total MP2 energy was calculated for the
dimer and for each of the monomers using the BSSE correction.
Since Tables 1 and 2 already report values of the total mono- and
diatomic correlation energies of benzene, we will discuss only the
contribution of correlation energy to the interaction energy of the
dimers. Table 5 lists the interaction energy at Hartree�Fock and
MP2 levels as well as the contributions of the monatomic correla-
tion energies (EC and EH), the intramolecular diatomic correlation

Figure 1. The correlation between the Hirshfeld atomic charge (in au)
and the monatomic MP2 correlation energy (in kcal/mol) EMP2

AA (eq 11)
of the H atoms.

Figure 2. The correlation between the change in the atomic population
due to correlation NA

corr (eq 20) (in au) and the monatomic MP2
correlation energy (in kcal/mol) EMP2

AA (eq 11) of the C atoms.
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energies (Eintra
CC , Eintra

HH , and Eintra
CH ) and the intermolecular diatomic

correlation energies (Einter
CC , Einter

HH and Einter
CH ) to the interaction

energies. These quantities are defined as follows

EA ¼ E0AAMP2ðdimerÞ � E0AAMP2ðmonomerÞ ð21Þ

EABintra ¼ E0ABMP2ðdimerÞ � E0ABMP2ðmonomerÞ ð22Þ

EABinter ¼ E0ABMP2ðdimerÞ ð23Þ
The calculations were performed according to eq 12.

As seen from Table 5, the correlation energy is essential for
correct description of the bonding in the benzene dimers. The
interaction energies of all three configurations are positive when
calculated using the Hartree�Fock method. The MP2 method
predicts the parallel-displaced configuration to be the most stable
with an interaction energy of �2.24 kcal/mol, followed by the
sandwich configurationwith an interaction energy of�2.02 kcal/
mol, and the T-shaped configuration with an interaction energy
of�1.43 kcal/mol. This order is in agreement with the QCISD-
(T)/aug-cc-pVTZ interaction energy reported by Janowski
et al.,30 although our MP2/6-31++G** values are somewhat

Table 3. Mono- and Diatomic Correlation Energies Calculated Using eq 12 with Various Basis Setsa

6-31G 6-31G** 6-31++G** 6-311 6-311G** 6-311++G** aug-cc-pVDZ Ayala�Scuseria

CH4

C �38.59 �60.14 �59.86 �50.69 �70.42 �69.65 �57.58 �55.42

H �3.25 �4.93 �5.15 �3.45 �5.2 �5.45 �5.34 �5.15

CH �2.74 �6.13 �6.12 �2.83 �6.56 �6.53 �6.73 �6.84

total �63.09 �105.56 �106.27 �76.40 �118.84 �119.04 �107.56 �105.56

C2H6

C �39.46 �59.59 �60.01 �57.78 �69.93 �69.97 �57.58 �55.32

H �3.72 �5.62 �5.63 �3.93 �5.87 �5.93 �5.84 �6.93

CC �2.37 �7.19 �7.32 �2.65 �8.38 �8.25 �8.49 �9.99

CH �2.55 �5.87 �5.87 �2.65 �6.20 �6.19 �6.30 �6.93

total �119.87 �198.03 �199.50 �147.00 �224.16 �224.58 �200.73 �198.04

C2H4

C �41.00 �60.56 �61.27 �53.73 �71.15 �71.50 �59.15 �61.23

H �3.67 �5.43 �5.43 �3.86 �5.65 �5.69 �5.63 �4.95

CC �7.89 �14.14 �13.88 �7.95 �14.90 �14.65 �15.03 �8.22

CH �2.38 �5.69 �5.66 �2.48 �6.00 �5.97 �6.15 �7.04

total �115.59 �181.85 �183.05 �142.43 �206.19 �206.74 �183.15 �181.85

NH3

N �60.17 �93.43 �95.33 �74.97 �108.85 �109.71 �96.95 �85.55

H �2.01 �3.06 �3.25 �2.10 �3.11 �3.40 �3.40 �4.38

NH �2.46 �5.79 �5.78 �2.65 �6.06 �6.01 �6.44 �6.89

total �73.86 �120.55 �123.03 �89.51 �136.96 �138.57 �127.24 �120.55

N2H4

N �61.71 �91.74 �93.73 �76.12 �106.49 �107.92 �94.82 �87.39

H �2.53 �3.87 �3.83 �2.68 �3.95 �3.98 �4.03 �4.46

NN �1.08 �6.81 �7.00 �1.34 �7.37 �7.21 �7.97 �7.78

NH �1.99 �5.22 �5.12 �2.17 �5.40 �5.29 �5.61 �6.34

total �143.21 �228.48 �232.46 �173.71 �259.84 �262.46 �238.97 �228.47

HCO2H

H(C) �4.28 �6.56 �6.37 �4.52 �6.77 �6.60 �6.52 �5.12

H(O) �1.72 �2.49 �2.36 �1.77 �2.48 �2.43 �2.49 �3.69

C �29.41 �43.65 �44.28 �41.00 �52.04 �52.67 �41.58 �49.64

O �85.57 �117.58 �120.42 �102.95 �140.48 �142.39 �129.06 �118.69

O(H) �81.76 �115.84 �118.29 �98.66 �139.36 �140.97 �126.67 �111.07

CO(1) �1.61 �6.64 �6.81 �1.64 �6.65 �6.68 �7.22 �6.07

CO(2) �6.96 �12.45 �12.10 �6.81 �12.44 �12.10 �12.76 �8.43

CH �1.96 �4.82 �4.54 �1.92 �4.83 �4.60 �4.74 �5.98

OH �1.30 �4.05 �3.99 �1.47 �4.03 �3.95 �4.35 �5.82

total �217.05 �316.77 �322.15 �263.35 �371.85 �375.38 �338.79 �316.77
aThe rightmost column lists the values obtained with the Ayala�Scuseria (ref 14) method with the 6-31G** basis set.
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underestimated due to a limited basis set size. The MP2 correla-
tion energy is found to be the highest in the parallel displaced
dimer and the lowest in the T-shaped dimer, despite the fact that
the largest overlap between the π-orbitals is present in the
sandwich dimer.

The partitioned correlation energy reveals that due to disper-
sion interaction in the dimer, the intramolecular diatomic con-
tributions are partially shifted to the monatomic contributions.
For example, in the parallel-displaced dimer, the monatomic
correlation energies increase by up to 11.4 kcal/mol per benzene
moiety, while the diatomic correlation energies within a benzene
moiety decrease by up to 6.7 kcal/mol. The net change in
correlation energy within a moiety is negative, amounting to an
average 80% of the total correlation energy contribution to the
interaction energy. The rest of the correlation energy is assigned
to the intermolecular diatomic correlation energies. The largest
values are found for the C�C interactions in the parallel
displaced and sandwich dimers and the C�H interactions in
the T-shaped dimer.

Since the physical phenomenon responsible for the negative
interaction energy of the benzene dimers is the dispersion
interaction between the electronic densities of the two benzene
moieties, we are especially interested in the distribution of the
pairwise interactions from which these intermolecular correlation

energy contributions consist. These values contain the most
important information on the nature of the intermolecular
dispersion interaction. The small values are in agreement with
the recent findings of Contreras-Garc�ia et al.33 that the region of
the noncovalent dispersion interaction was found to lie between
the two monomers, where the electron density F is smaller than
0.02 au and the reduced gradient |3F| 3 F

�4/3 is greater than
0.7 au. As discussed in Section 4, small values of electron density
inevitably lead to relatively small intermolecular diatomic corre-
lation energy contributions.

The sum of the intermolecular correlation energy contribu-
tions is the largest in the parallel-displaced dimer, which is the
most stable dimer of the three configurations examined here.
Figure 4 illustrates the major pairwise interactions between the
three symmetrically nonequivalent carbon and hydrogen atoms.
The strongest intermolecular interactions (solid lines on Figure 4)
total to �0.06 kcal/mol and occur between carbon atoms
separated by 3.6 Å . Interactions of �0.03 kcal/mol (dotted
lines on Figure 4) which occur between carbon atoms separated
by an average of 3.9 Å and between carbon and hydrogen atoms
separated by an average 3.5 Å . The weakest interactions shown
here are �0.02 kcal/mol and occur between carbon atoms
separated by 4.2 Å . In the sandwich dimer, where one has only
one symmetrically nonequivalent carbon and hydrogen atoms,
the strongest intermolecular interactions of �0.03 kcal/mol are

Figure 3. Three benzene dimers used in this work.

Table 4. Significant Diatomic Correlation Energies (in kcal/mol) between Nonbonding Atoms Calculated Using eqs 10 and 12

6-31G 6-31G** 6-31++G** 6-311 6-311G** 6-311++G** aug-cc-pVDZ

OO(HCO2H) �1.69(�1.79) �1.33(�1.41) �1.44(�1.55) �1.79(�1.70) �1.36(�1.43) �1.45(�1.55) �1.61(�1.73)

OO(CO2) �6.66(�6.34) �4.03(�4.05) �3.94(�3.99) �6.59(�6.27) �4.02(�4.05) �3.93(�3.97) �3.83(�3.90)

BB(B2H6) �1.93(�2.19) �3.70(�4.15) �3.90(�4.37) �1.97(�2.28) �4.02(�4.16) �4.18(�4.68) �4.11(�4.59)

Table 5. Interaction Energies of Three Benzene Dimers Cal-
culated at the Hartree�Fock (EHF) and MP2 (EMP2) Levels of
Theory with the 6-31++G** Basis Set and the Contributions of
the Monoatomic Correlation Energies (EC and EH), the In-
tramolecular Diatomic Correlation Energies (Eintra

CC , Eintra
HH , and

Eintra
CH ), and the Intermolecular Diatomic Correlation Energies

(Einter
CC , Einter

HH , and Einter
CH ) to the Interaction Energiesa

parallel displaced sandwich T-shaped

EHF 3.69 3.51 1.02

EMP2 �2.24 �1.43 �2.02

Ecorr �5.94 �4.95 �3.04

EC �9.59 �8.08 �5.55

EH �1.84 �1.58 �1.56

sum �11.44 �9.67 �7.12

Eintra
CC 4.44 3.69 3.10

Eintra
HH 0.03 0.02 0.02

Eintra
CH 2.20 1.77 1.69

sum 6.67 5.48 4.81

Einter
CC �0.74 �0.53 0.05

Einter
HH �0.06 �0.03 �0.07

Einter
CH �0.39 �0.22 �0.73

sum �1.19 �0.78 �0.74
aCalculated with eqs 21�23. All values are in kcal/mol.
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found between two nearest carbon�carbon atoms, which are
separated by 3.9 Å . The second strongest interaction of
�0.02 kcal/mol is found between a carbon atom and its two
neighbors, separated by 4.2 Å . The intermolecular interactions
between the carbon and hydrogen atoms are all smaller than
�0.01 kcal/mol, and as in the case of parallel-displaced dimer, no
significant interactions are found between the hydrogen atoms.
In the T-shaped, most of the intermolecular interaction energy
can be attributed to the six C�H interactions between the H
atom of the upper benzene monomer in Figure 2, which is closest
to the lower benzene monomer, and the six C atoms in the lower
monomer. Each of these six interactions amounts to �0.1 kcal/
mol, almost twice as strong as the strongest C�C interaction in
the parallel-displaced monomer. The strong interaction is in
accordance with the short C�H distance, which amounts to
2.8 Å . The clear connection between the distance and the
intermolecular diatomic interactions is in correspondence with
the known R�6 dependence of the dispersion interaction.

6. SUMMARY AND CONCLUSIONS

In conclusion, we have proposed a method for partitioning of
MP2 correlation energy using the Hirshfeld method. It can be
used either on the top of an existing Hartree�Fock energy
decomposition or on its own right. Two alternative partitioning
schemes were presented, with one of the schemes having a
better theoretical foundation but the other allowing a better
degree of parallelization. In spite of different formulations, both
schemes produce only slightly different numerical results but
show the same trends for diatomic and monatomic energies.
The correlation energy partitioning can be either performed
on its own right or done as a complement to an existing
Hartree�Fock energy partitioning, which results in a partitioning
of the total correlated energy.

The basis set dependence of the partitioning method is similar
to that of the MP2 method itself: A limited basis set was found
to undermine the energies, while including polarization func-
tions leads to a major improvement. The monatomic correla-
tion energies were found to depend strongly on the type of the
atom. For hydrogen, the monatomic correlation energy is in
line with the atomic charge. This does not hold for heavier
atoms. The diatomic energies for bonded atoms depend mostly
on the bond multiplicity and reflect the strength of the bond
between the two atoms. The diatomic contributions of non-
bonding interatomic interactions are found to be negligible in
most cases, with exception of systems where exchange interac-
tions between nonbonding atoms are present.

Finally, the method was applied for the analysis of the
interaction energies of benzene dimers. The intermolecular
interactions were found to be determined mainly by the distance
between the atoms, with C�C interactions being stronger than
C�H interactions for equal distance and H�H interactions
being always negligible.
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ABSTRACT: Cation�π and π�hydrogen bond interactions are ubiquitous in protein folding, molecular recognition, and
ligand�receptor associations. As such systems are routinely studied at the DFT level, it becomes essential to understand the
underlying accuracy of the plethora of density functionals currently available for the description of these interactions. For that
purpose, we carried out theoretical calculations on two small model systems (benzene�Naþ and benzene�H2O) that represent a
paradigm for those intermolecular interactions and systematically tested 46 density functionals against the results of high-level post-
HF methods, ranging from MP2 to extrapolated CCSD(T)/CBS. A total of 13 basis sets were also tested to examine the
convergence of the interaction energy with basis set size. The convergence was surprisingly fast, with deviations below 0.2 kcal/mol
for double-ζ polarized basis sets with diffuse functions. Concerning functional benchmarking, the Truhlar group functionals were
particularly well suited for the description of the π�hydrogen bond interactions. In the case of cation�π interactions, there was not
a clear correlation between accuracy and functional sophistication. Despite the large number of functionals predicting interaction
energies within chemical accuracy (five for π�hydrogen bond and 20 for cation�π interactions), not a single functional has shown
chemical accuracy in both cases. Moreover, if we calculate the average error for these two interactions, only two density functionals
resulted in an average error below 1.0 kcal/mol (M06 andHCTH, with average errors of 0.6 and 0.8 kcal/mol). The obtained results
serve as a guide for future computer simulations on this kind of system.

’ INTRODUCTION

Cation�π and π�hydrogen bond (π-Hbond) interactions
are noncovalent molecular interactions between an electron-π-
rich system and an adjacent cation or a hydrogen bond donor.

Cation�π interactions between amino acids contribute sig-
nificantly to protein folding, molecular recognition, and drug-
receptor interactions.1 They are frequently involved in key
interactions at protein�protein interfaces, and they might parti-
cipate in molecular recognition patterns at the active sites of
enzymes or receptors rich in aromatic residues (Phe, Tyr, or
Trp). In proteins, cation�π interactions can arise between
aromatic residues (Phe/Tyr/Trp) as the π component and
positively charged amino acids (Lys, Arg, His) as the cation.
Although Phe, Tyr, and Trp comprise 9% of the natural amino
acids, they are substantially overrepresented at binding sites. One
of the reasons for this is their capacity for establishing cation�π
interactions.2 In fact, on average there is one cation�π interac-
tion for every 77 amino acids in the protein data bank. As a result,
essentially all proteins of significant size have at least one
cation�π interaction. Over 25% of all Trp residues are involved
in cation�π interactions with Lys or Arg,2,3 Arg being the most
frequent cation.4

A large number of examples of protein�ligand associations in
which these interactions take place have been described. For
instance, the cation�π interaction is exploited for neurotrans-
mitter recognition throughout the nervous system, since recep-
tors are rich in aromatic amino acids and make use of cation�π
interactions to bind their ligands, such as acetylcholine, GABA
(γ-aminobutyric acid), and serotonin.2,4 Cation�π interactions
are also responsible for the functioning and selectivity in ion
channels.3 The crystal structure of the Kþ channel shows that the
mouth of the extracellular entrance is composed of the aromatic

rings of four conserved tyrosines, which enable the entrance of
Kþ ions into the pocket.4 Another example is the nucleosome
remodeling factor BPTF, whose aromatic residues surround the
Lys amino acids of histones, leaving no doubt that cation�π
interactions are important in this binding.2

These interactions are also present in DNA and RNA, as both
purine and pirimidine bases are electron-π-rich systems com-
monly involved in the binding of cationic species (not only metal
ions but also charged amino acid side chains) and also participate
in hydrogen bonds with H-donor groups. Therefore, these
interactions provide important contributions to the overall
stability of enzyme and nucleotide molecules.

π�Hbond interactions are weaker than the conventional
hydrogen bonds but also play important roles. This type of
hydrogen bond is crucial in solvation, hydrophobic interactions,
molecular recognition, protein folding, neurotransmitter con-
formations, crystal packing, and cluster and micelle formation.5

They seem to be particularly prevalent in molecules containing
an indole or porphyrin moiety. Frequent π-Hbond donors
include Tyr, Ser, Thr, Gln, or Asn residues.

In summary, cation�π and π�Hbond interactions are ubi-
quitous in biological systems, and their importance and frequent
inclusion in theoretical models led us to study how well
theoretical calculations at the DFT level describe such important
interactions.

Density Functional Theory (DFT) has become one of the
most widespread methods for calculating a variety of molecular
properties.6�8 The main reason for the popularity of DFT is the
inclusion of electron correlation without being as computationally
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demanding as other computational methods, such as post-
Hartree�Fock methods. For this reason, DFT enables one to
do calculations on molecules of over 100 atoms, which would be
very difficult with other methods of comparable accuracy.6,9,10

Today, there is a great variety of density functionals with different
levels of accuracy and computational cost, and they seem to
increase day after day by the desire to improve the accuracy of the
DFT methodology.10 For these reasons, it becomes very difficult
to rate DFT functionals or to assess which one is better for a
particular system or property. For readers who are interested in
using DFT on systems in which cation�π and π�Hbond
interactions play an important role, the key question is probably
which functional should be used. In the case of a lack of
information, B3LYP is usually used as a default (even though
this procedure is quite questionable). In fact, it is difficult to
recommend any DFT functional because the number is over-
whelming and each method has its own strengths and weak-
nesses. Therefore, it is useful to identify a small set of functionals
that perform well, taking into account the properties and type of
system under study, as well as the availability and computational
cost associated.6,8 The best way of choosing the most suitable
functional for the system under study is being aware of new
benchmarking studies.

Due to their importance, several studies have been devoted to
evaluating the ability of DFT methods to describe nonbonded
interactions.9,11�18 These studies usually concentrate mostly on
dispersion interactions in general terms and not individually on
π�Hbonds and cation�π interactions (with the exception of
refs 17 and 18, which concentrate on π�Hbond interactions).
Moreover, they analyze just a small set of density functionals and
do not always address the more modern ones.

The purpose of the present article is to overcome this
problem, by investigating systematically how well the plethora
of current density functionals represent, in particular, cation�π
andπ�Hbond interactions. Their correct description is essential
for any reliable computer simulation in which those interactions
play an important role. The obtained results serve as a guide for
future computer simulations on this kind of system.

’METHODS

I. Model Systems. Figure 1 illustrates the two small models,
benzene�Naþ and benzene�H2O, on which we have carried
out theoretical calculations to study cation�π and π�Hbond
interactions, respectively.
The model systems were specifically chosen to ensure that (i)

they represented well the target biological interactions, (ii) they
had a minimum number of atoms, to allow a great number of

calculations and the use of computational demanding methods,
such as CCSD(T) with large basis sets, (iii) they minimize the
existence of other intermolecular interactions, which would
otherwise complicate the interpretation of the results, and (iv)
are as general as possible and not biased toward a specific system.
The benzene molecule represents the π system. The reason for
the choice of Naþ as the metal cation and H2O molecule as the
hydrogen bond donor group was that they represent well the
most abundant biologically relevant Hbond/charge donors (Tyr,
Ser, Thr/Arg, Lys, His, respectively), and they obey all of the
exposed requisites.
II. Potential Energy Profile. In order to study the intermo-

lecular interactions, we have built up a potential energy profile
(PEP), by scanning different distances between the benzene
molecule and the other molecular entity (Naþ or H2O), as
shown in Figure 2 above.
These initial calculations were performed at the MP2/6-

311þþG(d,p) level and were carried out using the Gaussian
03 suite of programs.19 The scanned coordinate was the benzene
6-fold symmetry axis. The sodium ion and one of the HO bonds
of water were constrained to be along the axis. The purpose was
to give a direction to the interaction that broadly mimics the one
found in proteins. The PES above the benzene ring is very flat,
and the water Hbond donor/cation can move very freely on the
face of the ring. In biological systems, the position relative to the
ring centroid is mostly determined by the protein structure and
interactions. Thus, the minimum of this PEP is not rigorously a

Figure 1. Models used in this study. (A) Benzene�Naþ, which
prototypically describes cation�π interactions, and (B) benzene�H2O,
which prototypically describes π�Hbond interactions. The dashed line
represents the interatomic 6-fold symmetry axis that we have explored
on the multidimentional potential energy surfaces.

Figure 2. Potential energy profile along the 6-fold axis of benzene for
the benzene�water system (top) and benzene�sodium ion system
(bottom), calculated at the MP2/6-311þþG(d,p)//MP2/6-311þþG-
(d,p) level.
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stationary point on the free PES but is close to the structure
commonly found in proteins where the residues’ translational
and rotational degrees of freedom are constrained by the con-
nections to the backbone and by interactions with the remaining
protein. We have also considered freely optimizing the water
molecule (in which case the results would be less general and
more specific for the model), but the results were almost
equivalent, and the difference in energy (about 0.06 kcal/mol)
was absolutely irrelevant for rating density functionals. The
specific points along the 6-fold axis were chosen to give a smooth
PEP with appropriate resolution near the minimum. MP2 was
chosen because it provides very accurate geometries for this kind
of system and because its use will not introduce any bias when
comparing the density functionals, eventually favoring the func-
tional with which the geometries were obtained, even though we
must emphasize that the energy is not very sensitive to the quality
of the geometry, provided that the geometry has good accuracy.
At last, the two monomers were independently optimized, to
provide energies at infinite separation. The different geometries
along both PEPs (benzene�Naþ and benzene�H2O) were then
used on the following benchmarking studies.
III. Basis Set Truncation Error. In order to examine the

convergence of the interaction energy with the completeness
of the basis set, a total of 13 different basis sets were assessed,
using the functional B3LYP. We have calculated single point
energies for all of the points of both PEPs (benzene�Naþ and
benzene�H2O) and for the monomers separately. We have used
the Pople basis sets 6-31G(d), 6-31þG(d), 6-31G(d,p),
6-31þG(d,p), 6-311G(d,p), 6-311þG(d,p), 6-311þþG(d,p),
6-311þþG(2d,2p), and 6-311þþG(3df,3pd) and also the

correlation consistent basis sets cc-pVDZ, aug-cc-pVDZ, aug-cc-
pVTZ, and aug-cc-pVQZ. The last one was the most complete
basis set we could afford in terms of computational demand, so
this was the one considered as the reference to calculate the
errors on the interaction energies obtained with the other basis
sets. Even so, this was not a limitation to this study, because the
truncation error of the interaction energy using the aug-cc-pVQZ
basis set is very low, as we will see later in the Results section. In
principle, it could be possible to extrapolate the energies of the
systems (and hence the interaction energy) to the complete basis
set limit (CBS) using the Dunning DZ�QZ basis set series.
However, the procedure to extrapolate is not well-defined within
DFT, and the convergence is not necessarily consistent, contrary
to what happens with wave function methods. Moreover, the
results are already so close to the CBS limit that the extrapolation
is not necessary here. Counterpoise (cp) corrections for basis set
superposition error (BSSE) were included in the interaction
energy calculations, using the Gaussian 03 software.19

IV. Density Functional Benchmarking. In this study, we
were particularly interested in assessing the performance of DFT
functionals in the description of cation�π and π�Hbond
intermolecular interactions. This assessment does not represent
the global quality of the functionals, which must be measured
through the calculation of diverse sets of properties in a
representative set of molecular systems. Instead, this study just
evaluates specifically the accuracy of the calculation of cation�π
and π�Hbond intermolecular interactions. For this purpose, we
tested the performance of 46 functionals (Table 1). The extra-
polated CCSD(T)/CBS energy was also obtained, with two
different extrapolation methods. For the water�benzene system,

Table 1. The DFT Functionals Tested in This Work

type year functional ref. type year functional ref.

GGA 1988 BLYP 31, 32 GGE 2004 TPSSVWN5 33, 34

1988 BP86 32, 35

1991 PW91PW91 36 M-GGA 1996 BB95 32, 37

1992 BPW91 32, 36 1998 VSXC 38

1996 BPBE 32, 39 2003 TPSSTPSS 33

1996 G96LYP 31, 40 2004 PBEKCIS 39, 41

1996 PBEPBE 39 2004 TPSSKCIS 33, 41

1998 HCTH 42 2006 M06-L 9, 43

2001 OLYP 31, 44

2004 XLYP 31, 32, 45, 46 HM-GGA 1996 B1B95 32, 37

2003 TPSSh 33

H-GGA 1993 B3P86 35, 47 2004 BB1K 31, 32, 48

1993 B3PW91 36, 47 2004 MPWB1K 36, 37, 48, 49

1993 BHandH 31, 32 2004 MPW1B95 36, 37, 48, 49

1993 BHandHLYP 31, 32 2004 MPW1KCIS 36, 41, 49, 50

1994 B3LYP 31, 47 2004 MPWKCIS1K 36, 41, 49, 50

1996 PBE1PBE 39 2004 mPWKCIS 36, 41, 49

1997 B1LYP 29, 35 2005 PBE1KCIS 12, 39, 41

1998 B97-1 42 2005 TPSS1KCIS 33, 41, 51

1998 B98 52, 53 2005 M05 54

2000 MPW1K 36, 49, 55 2006 M05-2X 56

2001 B97-2 57 2006 M06-HF 9, 58

2001 O3LYP 31, 44, 59 2008 M06-2X 9, 60

2004 X3LYP 31, 32, 45, 46 2008 M06 9, 60

2004 MPW3LYP 31, 36, 49
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the MP2/CBS energy was calculated by the method of Truhlar
using the MP2/aug-cc-pVDZ and MP2/aug-cc-pVTZ results.20

Upon addition of the CCSD(T) correction (the energy differ-
ence between CCSD(T) and MP2, both with the 6-31þG(d)
basis set), we obtained the extrapolated CCSD(T)/CBS energy.
This procedure takes advantage of significant cancellation of the
basis set truncation error in the twomethods. The result was very
close to other very accurate CCSD(T)/CBS extrapolations.21

For Naþ�benzene, we did not find other very high level
calculations in the literature. This prompted us to increase even
further the accuracy of our calculations. We have used a set of
extrapolation techniques to obtain the extrapolated CCSD(T)/
CBS energy. First, the extrapolated MP2/CBS energy was
estimated using three methods: the method of Truhlar and the
cc-pVXZ (X = 2�3) basis sets,22 the method of Truhlar and
Zhao and the aug-cc-pVXZ (X = 2�3) basis sets,20 and the
method of Halkier et al.23 and the aug-cc-pVXZ (X = 3�4) basis
sets (which constituted the highest-level extrapolation of the
MP2 energy in this work). Note that in this last calculation the
extrapolated HF/CBS energy was obtained with the method of
Truhlar and Zhao and the aug-cc-pVXZ (X = 2�3) pair, and only
the correlation energy was extrapolated with the triple and
quadruple-ζ basis sets. This procedure is appropriate, as the
extrapolation error is completely dominated by the correlation
energy. Afterward, the energy was calculated at the CCSD(T)/
aug-cc-pVTZ level, and the final extrapolated energy was ob-
tained adding the CCSD(T) correction to the MP2 energy (i.e.,
the energy difference between CCSD(T) and MP2, both with
the aug-cc-pVTZ basis set).
For comparison, we have also calculated the CCSD(T)/cc-

pVXZ (X = 2�3) energies and used the extrapolation technique
of Truhlar22 with these values. All extrapolation schemes resulted
in very similar interaction energies for the Naþ�benzene inter-
action energy. The basis set superposition error (BSSE) was
accounted for in the extrapolation of the MP2 energy with the
method of Halkier et al. and the aug-cc-pVTZ and aug-cc-pVQZ
basis sets but not with the extrapolations used with the method of
Truhlar, because the last was parametrized without BSSE
corrections.20,22

The choice of the density functionals was based on recent
benchmarking studies,8,12,24�30 which presented an overview of
the current status of the field. Particular care was taken to ensure
a diverse and representative choice of density functionals, includ-
ing generalized gradient approximation, GGA; generalized gra-
dient exchange, GGE; meta generalized gradient approximation,
M-GGA; hybrid generalized gradient approximation, H-GGA;
and hybrid meta generalized gradient approximation, HM-GGA.
The results for each density functional were obtained using

single point energy calculations for selected points of theMP2/6-
311þþG(d,p) PEPs (benzene�Naþ and benzene�H2O) and
for the isolated monomers, using the 6-311þþG(2d,2p) basis
set. The specific distances were 1.50 Å, 1.75 Å, 2.00 Å, 2.125 Å,
2.25 Å, 2.50 Å, 2.75 Å, 3.00 Å, 3.50 Å, 4.50 Å, 5.50 Å, 6.50 Å, 8.50
Å, 10.50 Å, 12.50 Å and 14.50 Å for water (hydrogen�benzene
centroid distances) and 2.00 Å, 2.25 Å, 2.3125 Å, 2.375 Å, 2.50 Å,
2.625 Å, 2.75 Å, 3.00 Å, 3.25 Å, 3.50 Å, 4.00 Å, 5.00 Å, 6.00 Å,
8.00 Å, 10.00 Å, 12.00 Å and 14.00 Å for sodium ions (sodium�
benzene centroid distances). The distances were chosen in order
to obtain a smooth PEP with appropriate resolution near the
minimum. At a few points, convergence was not achieved with
some hybrid-meta functionals (which are known to be numeri-
cally unstable), but these cases did not compromise at any rate

the correct location of the minimum and the calculation of the
binding energy. The choice of the 6-311þþG(2d,2p) basis set
was the best compromise between the completeness of the basis
set and the computational time, according to the basis set
benchmarking exposed below. We have found that this basis
set presented good results in describing these interaction en-
ergies, once the DFT truncation errors were probably below
0.1 kcal/mol in both systems (0.08 kcal/mol in the benzene�
Naþ model and 0.09 kcal/mol in the benzene�H2O model),
when measured with the B3LYP functional. Moreover, this basis
set is the more adequate for the benchmarking because it will be
the larger that will be routinely used when dealing with large
biological systems (and not model systems as the ones used
here), which commonly include over 100 atoms.
The calculations with the functionals M05, M05-2X, M06,

M06-2X, M06-L, M06-HF, and X3LYP were performed using
the Gaussian 09 suite of programs.61 All other calculations were
carried out using the Gaussian 03 software package.19

The influence of the grid size used was found to be very small
on the systems and properties studied here. The difference in the
interaction energy calculated with the default grid (a pruned
(75 302) grid) and that with the ultrafine grid (a pruned (99 590)
grid) was always below 0.01 kcal/mol for the water�benzene
system and below 0.1 kcal/mol for sodium�benzene system.
Therefore, we have used the default grid size of both programs.

’RESULTS AND DISCUSSION

I. Basis Set Truncation Error. In this section, we analyze the
results for the convergence of the interaction energy with basis
set size. This is a quite important issue, as it directly affects the
obtained accuracy and the feasibility of the calculations. DFT is
known for its usual fast convergence with basis set size. In the
present study, the appropriate choice of the basis set is crucial in
allowing for the benchmarking of a very large number of density
functionals. Tables 2 and 3 present the deviations of the
interaction energies calculated for each basis set against aug-cc-
pVQZ, which was the most complete one.

Table 2. Electronic Interaction Energies (in kcal/mol) with
(Eint-cp) and without (Eint) Counterpoise Correction for the
Benzene�Naþ Interactiom and the Respective BSSEs Cal-
culated with Several Basis Setsa

basis set Eint Eint-cp BSSE ΔEtrunc

6-31G(d) �28.16 �26.11 �2.05 2.74

6-31þG(d) �24.67 �23.58 �1.09 0.21

6-31G(d,p) �28.06 �25.97 �2.09 2.60

6-31þG(d,p) �24.34 �23.54 �0.80 0.17

6-311G(d,p) �25.75 �24.53 �1.22 1.16

6-311þG(d,p) �24.25 �23.51 �0.74 0.14

6-311þþG(d,p) �24.24 �23.51 �0.73 0.14

6-311þþG(2d,2p) �24.16 �23.45 �0.71 0.08

6-311þþG(3df,3pd) �23.90 �23.39 �0.51 0.02

cc-pVDZ �25.06 �23.84 �1.22 0.47

aug-cc-pVDZ �24.08 �23.55 �0.53 0.18

aug-cc-pVTZ �23.57 �23.38 �0.19 0.01

aug-cc-pVQZ �23.45 �23.37 �0.08 0.00
aDeviations (ΔEtrunc) between the cp-corrected interaction energies
and the larger basis set (aug-cc-pVQZ) are also shown.
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A more complete basis set is not affordable in terms of
computational demand. Anyway, the result will not change
significantly beyond the quadruple-ζ basis set. This can be seen
in Tables 2 and 3, as increasing the complexity of the basis sets
from triple-ζ (aug-cc-pVTZ) to quadruple-ζ (aug-cc-pVQZ)
results in a meaningless lowering of Eint-cp by 0.01 kcal/mol
on the benzene�Naþ system and has no effect at all on the
benzene�H2O system within the accuracy considered in this
work. This also renders unnecessary the extrapolation to the CBS
limit within DFT/B3LYP, which converges much faster than
post-HF methods, for which the extrapolation is mandatory.
Considering now the remaining basis sets, one can easily isolate the

three main factors that influence their accuracy: the degree of con-
traction of the sp shell, polarization functions, and diffuse functions.
Starting with the Pople basis sets, in the benzene�Naþ

system, when we move from double-ζ 6-31G(d,p) to triple-ζ
6-311G(d,p), the ΔEtrunc decreases from 2.60 to 1.16 kcal/mol.
The same happens in the benzene�H2O system, but in this case,
the values are much smaller than in the benzene�Naþ system
(from 0.16 to 0.15 kcal/mol).
Concerning the polarization functions, in the benzene�H2O

system, for example, there is a decrease in ΔEtrunc from 0.11 to
0.09 kcal/mol, and then to 0.01 kcal/mol, when we move
consecutively from 6-311þþG(d,p) to 6-311þþG(2d,2p),
and to 6-311þþG(3df,3pd). The polarization space seems to
be saturated at this level. The same is true for the benzene�Naþ

system, when ΔEtrunc decreases from 0.14 to 0.08 kcal/mol, and
then to 0.02 kcal/mol with the same basis sets. The increase
beyond the first set of polarization functions gives surprisingly
small contributions to Eint.
We can also see that the influence of diffuse functions on heavy

atoms is significant and much larger than in hydrogen atoms, as
there is a decrease in ΔEtrunc from 6-311G(d,p) to 6-311þ
G(d,p) of about 1 kcal/mol, in the benzene�Naþ system, but
when we add diffuse functions to hydrogen atoms (6-311þþ
G(d,p), theΔEtrunc remains constant. In the benzene�H2O case,
we can see almost the same, but with smaller values, as has been
previously said.

Table 3. Electronic Interaction Energies (in kcal/mol) with
(Eint-cp) and without (Eint) Counterpoise Correction for the
Benzene�H2O Interaction and the Respective BSSEs Calcu-
lated with Several Basis Setsa

basis set Eint Eint-cp BSSE ΔEtrunc

6-31G(d) �2.37 �1.42 �0.95 0.24

6-31þG(d) �1.88 �1.40 �0.48 0.22

6-31G(d,p) �2.25 �1.34 �0.91 0.16

6-31þG(d,p) �1.71 �1.31 �0.40 0.13

6-311G(d,p) �2.19 �1.33 �0.86 0.15

6-311þG(d,p) �1.64 �1.30 �0.34 0.12

6-311þþG(d,p) �1.63 �1.29 �0.34 0.11

6-311þþG(2d,2p) �1.49 �1.27 �0.22 0.09

6-311þþG(3df,3pd) �1.36 �1.17 �0.19 0.01

cc-pVDZ �2.02 �1.32 �0.70 0.14

aug-cc-pVDZ �1.43 �1.20 �0.23 0.02

aug-cc-pVTZ �1.26 �1.18 �0.08 0.00

aug-cc-pVQZ �1.21 �1.18 �0.03 0.00
aDeviations (ΔEtrunc) between the cp-corrected interaction energies
and the larger basis set (aug-cc-pVQZ) are also shown.

Table 4. Electronic Interaction Energies (Eint), Including
Counterpoise Corrections, and Their Deviation from the
Reference Value (ΔEint) in the Benzene�Naþ Systema

rank functional type %HF Eint |ΔEint|

1 mPWKCIS M-GGA 0 �22.6 0.1

2 B3PW91 H-GGA 20 �22.8 0.1

3 BB95 M-GGA 0 �22.6 0.1

4 BLYP GGA 0 �22.5 0.2

5 M06 HM-GGA 27 �22.9 0.2

6 HCTH GGA 0 �22.9 0.2

7 O3LYP H-GGA 12 �22.9 0.3

8 OLYP GGA 0 �22.4 0.3

9 B97-2 H-GGA 21 �23.0 0.3

10 MPW1KCIS HM-GGA 15 �23.1 0.4

11 B3P86 H-GGA 20 �23.1 0.4

12 BP86 GGA 0 �22.0 0.6

13 TPSSKCIS M-GGA 0 �23.4 0.7

14 B3LYP H-GGA 20 �23.4 0.8

15 TPSSTPSS M-GGA 0 �23.6 0.9

16 BPBE GGA 0 �21.8 0.9

17 BPW91 GGA 0 �21.7 0.9

18 B1LYP H-GGA 25 �23.6 1.0

19 PBEKCIS M-GGA 0 �23.7 1.0

20 TPSS1KCIS HM-GGA 13 �23.7 1.0

21 M06-L M-GGA 0 �21.6 1.1

22 TPSSh HM-GGA 10 �23.8 1.1

23 TPSSVWN5 GGE 0 �21.5 1.1

24 MPWKCIS1K HM-GGA 41 �23.9 1.2

25 B98 H-GGA 22 �24.0 1.3

26 PBE1KCIS HM-GGA 22 �24.1 1.4

27 B1B95 HM-GGA 25 �24.2 1.5

28 PBEPBE GGA 0 �24.3 1.6

29 B97-1 H-GGA 21 �24.4 1.7

30 MPW1K H-GGA 43 �24.5 1.8

31 MPW3LYP H-GGA 22 �24.5 1.8

32 X3LYP H-GGA 21.8 �24.7 2.0

33 PW91PW91 M-GGA 0 �24.7 2.0

34 PBE1PBE H-GGA 25 �24.8 2.1

35 BHandHLYP H-GGA 50 �24.8 2.1

36 BB1K HM-GGA 42 �24.9 2.2

37 G96LYP GGA 0 �19.9 2.8

38 MPW1B95 HM-GGA 31 �25.5 2.9

39 M05 HM-GGA 28 �25.8 3.2

40 MPWB1K HM-GGA 44 �26.0 3.3

41 M06-2X HM-GGA 54 �26.6 4.0

42 M05-2X HM-GGA 56 �27.2 4.5

43 BHandH H-GGA 50 �29.8 7.1

44 VSXC M-GGA 0 �30.9 8.2

45 M06-HF HM-GGA 100 �31.7 9.1

46 XLYP GGA 0 �33.1 10.4

post-HF methods Eint

MP2/cc-pVDZ �21.79

MP2/cc-pVTZ �22.48

MP2/CBSb �23.39

MP2/aug-cc-pVDZ �21.91
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Moving on to the correlation consistent basis sets, one can say
that the results are generally better than those with the Pople
basis sets, as was expected. Regarding the diffuse functions, they
decrease the ΔEtrunc by about 0.3 kcal/mol for the
benzene�Naþ system and about 0.1 kcal/mol for the benze-
ne�H2O system, when we move from the cc-pVDZ to aug-cc-
pVDZ basis sets. With respect to ζ level and polarization
functions, we need to conjecture two in one, because they are
inseparably within these basis sets. When we move from double-
ζ (aug-cc-pVDZ) to triple-ζ (aug-cc-pVTZ), the ΔEtrunc de-
creases considerably in benzene�Naþ (approximately 0.2 kcal/
mol), but the value stabilizes here, and there is no change from
that point on (i.e., on moving to aug-cc-pVQZ), because we are
close to the convergence limit for this property. However, in the
benzene�H2O system, the increase of ζ level and polarization
functions does not influence ΔEtrunc beyond the double-ζ basis.
In fact, the addition of diffuse functions for the double-ζ basis set
(aug-cc-pVDZ) has been enough to reduce theΔEtrunc to almost
zero, giving no way to improve it.
We opted to choose the 6-311þþG(2d,2p) basis set for the

functional benchmarking that follows, due to the good compro-
mise between the complexity of the basis set and the computa-
tional demand. The truncation errors associated with the use of
this basis set are below 0.1 kcal/mol in both systems (0.08 kcal/
mol in the benzene�Naþ model and 0.09 kcal/mol in the
benzene�H2O model).
It is also interesting to assess the influence of counterpoise

corrections (cp) for the basis set superposition error (BSSE) in
the interaction energies of both systems. The values are pre-
sented in Tables 2 and 3. The influence of the cp correction is
significantly greater for the less complete basis sets, where the

Table 4. Continued

post-HF methods Eint

MP2/aug-cc-pVTZ �22.46
MP2/aug-cc-pVQZ �22.66
MP2/CBSc �23.18
MP2/CBSd �22.74
CCSD(T)/cc-pVDZ �21.20
CCSD(T)/cc-pVTZ �22.34
CCSD(T)/CBSe �23.53
CCSD(T)/aug-cc-pVDZ �21.70
CCSD(T)/aug-cc-pVTZ �22.40
CCSD(T)/CBSf �23.11
CCSD(T)/CBSg �22.67
exptlh �20.70( 1.03

aAll interaction energies in the table include counterpoise corrections,
even though the extrapolations based on the Truhlar method were done
without counterpoise corrections. bExtrapolated fromMP2/cc-pVDZ and
MP2/cc-pVTZ with the method of Truhlar.22 cExtrapolated from MP2/
aug-cc-pVDZ and MP2/aug-cc-pVTZ with the method of Truhlar
et al.20,22 dExtrapolated fromMP2/aug-cc-pVTZ andMP2/aug-cc-pVQZ
with the method of Halkier et al.23 eExtrapolated from CCSD(T)/cc-
pVDZ andCCSD(T)/cc-pVTZwith themethod of Truhlar.22 fObtained
adding to extrapolation 2 the CCSD(T) correction (the difference
between the CCSD(T) and MP2 energies) calculated with the aug-cc-
pVTZ basis set. gObtained adding to extrapolation 3 the CCSD(T)
correction (the difference between the CCSD(T) and MP2 energies)
calculated with the aug-cc-pVTZ basis set. This was the most accurate
calculation and was taken as a reference to rank the functionals. hExperi-
mental value.62 (Note that the ZPE energy was calculated at the MP2/6-
311þþG(d,p) level and subtracted from the experimental value.)

Table 5. Electronic Interaction Energies (Eint), Including
Counterpoise Corrections, and Their Deviation from the
Reference Value (ΔEint) for the Benzene�H2O Systema

rank funcional type %HF Eint |ΔEint|

1 M06-2X HM-GGA 54 �3.40 0.04

2 M05-2X HM-GGA 56 �3.33 0.11

3 M06-HF HM-GGA 100 �3.65 0.21

4 M05 HM-GGA 28 �2.58 0.86

5 BHandH H-GGA 50 �4.37 0.93

6 M06 HM-GGA 27 �2.36 1.08

7 MPWB1K HM-GGA 44 �2.33 1.11

8 M06-L M-GGA 0 �2.23 1.21

9 MPW1B95 HM-GGA 31 �2.21 1.23

10 PW91PW91 M-GGA 0 �2.12 1.32

11 B97-1 H-GGA 21 �2.10 1.34

12 HCTH GGA 0 �2.09 1.35

13 PBE1PBE H-GGA 25 �1.95 1.49

14 PBE1KCIS HM-GGA 22 �1.92 1.52

15 PBEPBE GGA 0 �1.92 1.52

16 B98 H-GGA 22 �1.90 1.54

17 PBEKCIS M-GGA 0 �1.87 1.57

18 MPW3LYP H-GGA 22 �1.82 1.62

19 BB1K HM-GGA 42 �1.80 1.64

20 BHandHLYP H-GGA 50 �1.66 1.78

21 MPW1K H-GGA 43 �1.64 1.80

22 X3LYP H-GGA 21.8 �1.63 1.81

23 MPWKCIS1K HM-GGA 41 �1.61 1.83

24 TPSS1KCIS HM-GGA 13 �1.54 1.90

25 B1B95 HM-GGA 25 �1.53 1.91

26 TPSSKCIS M-GGA 0 �1.50 1.94

27 TPSSh HM-GGA 10 �1.46 1.98

28 MPW1KCIS HM-GGA 15 �1.40 2.04

29 TPSSTPSS M-GGA 0 �1.39 2.05

30 B97-2 H-GGA 21 �1.36 2.08

31 B3P86 H-GGA 20 �1.31 2.13

32 mPWKCIS M-GGA 0 �1.28 2.16

33 B3LYP H-GGA 20 �1.27 2.17

34 B1LYP H-GGA 25 �1.19 2.25

35 TPSSVWN5 GGE 0 �1.12 2.32

36 BB95 M-GGA 0 �1.00 2.44

37 O3LYP H-GGA 12 �0.98 2.46

38 B3PW91 H-GGA 20 �0.95 2.49

39 OLYP GGA 0 �0.88 2.56

40 BP86 GGA 0 �0.82 2.62

41 BLYP GGA 0 �0.76 2.68

42 BPW91 GGA 0 �0.59 2.85

43 BPBE GGA 0 �0.58 2.86

44 G96LYP GGA 0 �0.16 3.28

45 XLYP GGA 0 �7.77 4.33

46 VSXC M-GGA 0 �8.12 4.68

MP2/aug-cc-pVDZ �4.52

MP2/aug-cc-pVTZ �3.88

MP2/CBSb �3.72

MP2/6-31þG(d) �2.16

CCSD(T)/6-31þG(d) �2.21

Δ(CCSD(T)-MP2) �0.05
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BSSE reaches �2.05 kcal/mol for the benzene�Naþ complex
and �0.95 kcal/mol for the benzene�H2O, and it is very small
for the most complete ones, where the BSSE tends to vanish on
both systems. This reflects the inherently better description of
the latter monomers, needing the basis sets of the interacting
partner less for the description of their own electronic density.
Therefore, it is strongly advisible to use counterpoise corrections
when using less complete basis sets in systems with these types of
interactions.
II. Benchmarking of Density Functionals. In this section, we

assess the performance of the 46 DFT functionals (Table 1) used
to study the description of cation�π and π�Hbond interac-
tions. Tables 4 and 5 include the electronic interaction energies
for both systems, the high-level extrapolated MP2/CBS and
CCSD(T)/CBS interaction energies, and the experimental va-
lues. These last were available for both systems studied here:
�3.44 ( 0.09 kcal/mol for benzene�water (see ref 18 and
references therein) and �20.70 ( 1.03 kcal/mol for the
Naþ�benzene system.62 For the Naþ�benzene system, we have
calculated the ZPE energy at the MP2/6-311þþG(d,p) level
and subtracted it from the experimental value to get the electro-
nic binding energy. A similar procedure was done by others for
the benzene�water system.18 The difference between the ex-
perimental and the extrapolated CCSD(T)/CBS interaction
energies was 0.33 and 1.97 kcal/mol for the benzene�water
and the Naþ�benzene systems, respectively.
We have taken the experimental value for the water�benzene

system as the reference value for this system, as the accuracy of
this value is better than the one we can achieve with the present
protocol. In the case of benzene�Naþ, we have preferred to use
the CCSD(T) value as the reference for this study. The experi-
mental value is not very accurate (error bar above 1 kcal/mol)
and is shadowed by controversy, with measurements differing by
over 7 kcal/mol in recent years.62,63 We have calculated the
whole PEPs for each of the 46 functionals. Globally, the results
show a tendency of DFT functionals to overestimate the inter-
action energies.
In Table 4, we have ranked the functionals according to their

absolute difference from the CCSD(T)/CBS value (in the
bottom of the table) for the benzene�Naþ system.
The post-HF methods give very satisfactory results and are

very close to the experimental value (�20.70 kcal/mol). The
difference between the extrapolation with the Truhlar method

and the aug-cc-pVXZ (X = 2�3) basis sets and the Helgaker
method and the aug-cc-pVXZ (X = 3�4) basis sets is small
(0.4 kcal/mol). The difference between the CCSD(T) and MP2
energies with the aug-cc-pVTZ is only 0.07 kcal/mol. The
difference in the extrapolated values using the Truhlar method
with and without diffuse functions is only 0.2 kcal/mol at the
MP2 level and 0.4 kcal/mol at the CCSD(T) level, suggesting
that the extrapolation without diffuse functions can be seen as a
viable alternative for larger systems, at least at the MP2 level.
In general, the DFT results are very good (perhaps excellent),

as 20 of the 46 functionals calculate this interaction within
chemical accuracy and 33 out of 46 within 2 kcal/mol. This
result is particularly positive if we consider the magnitude of the
interaction that is being calculated. There is no clear correlation
between the amount of HF exchange and the binding energy,
contrary to what happens with other properties, like activation
energies (e.g., see ref 9), even though there is a tendency for
functionals with large fractions of HF exchange to give poorer
results (e.g., compare the results of M06-L and M06 with the
ones of M06-2X and M06-HF). This may be due to the presence
of a metal in the system, as it is well documented that large
fractions of HF exchange are detrimental for the description of
metals (in particular for transition metals). There is no correla-
tion between functional families and accuracy, even though the
hybrid meta functionals give slightly poorer average results. On
average, HM functionals give the largest binding energies and
GGA functionals give smaller. We also noted that all functionals
overestimated the interaction energy.
mPWKCIS, B3PW91, BB95, BLYP, M06, and HCTH results

are the most accurate. The very popular B3LYP successfully
calculates this interaction within chemical accuracy (error of 0.8
kcal/mol).
Moving on to π�Hbond interactions, we have also ranked the

functionals according to their |ΔEint| values (Table 5). We have
used the experimental value for the ranking even though the
geometry of the computational complex (with an HO bond
along the 6-fold axis) is not fully coincident with the absolute
minimum (but is relevant in terms of the typical orientation
found in biological systems, where the strain of the protein
backbone overcomes the very shallow minimum in this flat
region of the PES). Comparing the results obtained at the
extrapolated MP2/CBS level with the system fully relaxed
(�3.66 kcal/mol20) and our results at the same level, with the
HO bond along the 6-fold symmetry axis (�3.72 kcal/mol), we
can see that the difference coming from the different geometries
is irrelevant.
The two experimental interaction energies reported (using the

ZPE corrections of Feller64 to obtain De from the experimental
D0) are slightly less negative than the extrapolated CCSD(T)/
CBS results (with values of�3.24( 0.2818 and�3.44( 0.0918).
We have adopted the second because it is the more precise one.
Here, we can find out that the HM-GGA functionals give the

best results in describing π�Hbond interactions, in particular
the ones from the Truhlar group, mostly with high fractions of
HF exchange. A similar result was found in an earlier study on the
same system but included a much smaller number of density
functionals.18 The most accurate functionals are M06-2X, M05-
2X, M06-HF, and M05. Five density functionals have calculated
this π�Hbond interaction within chemical accuracy, all with
high fractions of HF exchange. This observation may reinforce
the hypotheses that the failure of the functionals with high
fractions of HF exchange in the description of the Naþ�benzene

Table 5. Continued
MP2/aug-cc-pVDZ �4.52

MP2/aug-cc-pVTZ �3.88

MP2/CBSb �3.72

MP2/6-31þG(d) �2.16

CCSD(T)/6-31þG(d) �2.21

Δ(CCSD(T)-MP2) �0.05

CCSD(T)/CBSc �3.77

exptld �3.44 ( 0.09
aAll interaction energies in the table include counterpoise corrections,
even though the extrapolations based on the Truhlar method were
done without counterpoise corrections. b Extrapolated from MP2/aug-
cc-pVDZ and MP2/aug-cc-pVTZ with the method of Truhlar et al.20,22
cObtained adding to extrapolation 1 the CCSD(T) correction
(the difference between the CCSD(T) and MP2 energies) calculated
with the 6-31þG(d) basis set. d Experimental value (see ref 18 and
references therein).
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interaction should not be due to an incapacity to account
accurately for the interaction itself but instead to a less accurate
description of one of the binding partners (Naþ). Twenty-seven
density functionals resulted in deviations below 2 kcal/mol. The
very popular B3LYP functional ranks 33rd, with a ΔEint of 2.17
kcal/mol. The failure in accounting for dispersive interactions
may be one of the reasons for this. Even though the main source
for attraction is electrostatic (in the sense of a polarized average
electronic density), dispersion forces also contribute to binding,
and these are partially unaccounted for by B3LYP. Note that
these interactions at equilibrium distances occur in a medium-
overlapping density regime, in which the density functional can
still account (at least in part) for dispersion, contrary to what
happens in longer-range interactions, where the density over-
lap is much less existent or essentially absent. The results are
also in line with other benchmark studies, which show that the
HM-GGA functionals with large fractions of HF exchange
perform well in the calculation of polar noncovalent
interactions.

’CONCLUDING REMARKS

We have performed a basis set benchmarking study, using a
total of 13 different basis sets, where we also tested the
importance of counterpoise corrections for BSSE. The conver-
gence of the DFT (B3LYP) interaction energy with basis set size
was surprisingly fast, with truncation errors (relative to aug-cc-
pVQZ) below 0.22 kcal/mol for double-ζ basis sets with (at
least) polarization and diffuse functions on heavy atoms. Even
smaller truncation errors were found for larger basis sets, as
expected. The 6-311þþG(2d,2p) basis set represented the best
compromise between accuracy and computational time. The
basis set superposition error was particularly large for less
complete basis sets (up to 2 kcal/mol in the smaller basis sets)
and steadily decreased as the basis set increased, which probably
reflects the inherently better description of the latter monomers,
needing the basis sets of the interacting partner less for the
description of their own electronic density.

Cation�π and π�Hbond interactions occur at short/med-
ium range, between a highly polarizable center and a strong
dipole/charge, in a region where there is still significant density
overlap between the interacting molecules, far from the overlap-
free region where dispersion interactions are inherently unac-
counted for by DFT. The description of the interactions in this
region poses a challenge for DFT, as the density functionals must
have a good balance between dispersion, repulsion, and dipolar/
electrostatic attraction. In general, the density functionals gave
very satisfactory results, with a significant number of predictions
within chemical accuracy. In the case of π�Hbond interactions,
these mostly belong to the hybrid-meta family and have large
fractions of Hartree�Fock exchange. The functionals of the
Truhlar group were particularly well suited for this purpose.
Beyond their adequacy for the description of intermolecular
interactions, they present other advantages such as their good
performance in thermochemistry and barrier heights,9,60 which
makes them a very good choice for other studies on biological
systems (e.g., chemical/enzymatic reactivity), where many fac-
tors must be consistently addressed to have an accurate result.

In the case of cation�π interactions, there was not a clear
correlation between accuracy and functional sophistication (in
terms of its dependence on the density gradients) or percentage
of HF exchange. One of the most interesting observations is that

despite the large number of functionals predicting interaction
energies within chemical accuracy (five for π�Hbond and 20 for
cation�π interactions), not a single functional has shown
chemical accuracy in both. Moreover, if we calculate the average
error for these two interactions, only two density functionals
resulted in an average error below 1.0 kcal/mol (M06 and
HCTH, with average errors of 0.6 and 0.8 kcal/mol). This
epitomizes the limitations that density functionals still present
nowadays in terms of the generality of their performance and
emphasizes the necessity of a careful choice of the density
functional (based on benchmarking studies) before embarking
on long and complex electronic structure calculations.
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ABSTRACT:This work presents a thorough quantum chemical study of the terthiophene�tetracyanoquinodimethane complex as
a model for π�π donor�acceptor systems. Dispersion-corrected hybrid (B3LYP-D) and double hybrid (B2PLYP-D), hybrid meta
(M06-2X and M06-HF), and recently proposed long-range corrected (LC-wPBE, CAM-B3LYP, and wB97X-D) functionals have
been chosen to deal with π�π intermolecular interactions and charge-transfer excitations in a balanced way. These properties are
exhaustively compared to those computed with high-level ab initio SCS-MP2 and CASPT2 methods. The wB97X-D functional
exhibits the best performance. It provides reliable intermolecular distances and interaction energies and predicts a small charge
transfer from the donor to the acceptor in the ground state. In addition, wB97X-D is also able to yield an accurate description of the
charge-transfer excitations in comparison to benchmark CASPT2 calculations.

’ INTRODUCTION

Donor�acceptor (D�A) molecular complexes, formed by
π-conjugated materials, have recently attracted a large interest in
the field of organic solar cells since these complexes can undergo
very efficient photoinduced charge transfer (CT).1,2 In addition
to the charge generation process, optimum charge transport
through donor and acceptor layers is essential to achieve high
performances in solar energy conversion.3 In this respect, donor
and acceptor materials with fine-tuned semiconducting proper-
ties are also needed. Oligothiophenes (nTs) constitute one of the
most widely studied classes of semiconducting materials acting
as electron-donor compounds. They show suitable electronic
and solid-state properties that result into high charge carriers
mobilities.4�7 On the other hand, 7,7,8,8-tetracyano-p-quinodi-
methane (TCNQ), acting as a strong electron-acceptor, has
attracted special attention in the field of molecular materials since
the discovery of the first true organic metal, namely, the CT
complex formed by this molecule and tetrathiafulvalene.8,9

Although both nTs and TCNQ derivatives have been well
studied individually, D�A complexes formed by these systems
have received much less attention.10,11

Recently, Panda et al. investigated a series of donor π-
conjugated oligomers mixed with electron acceptors in chloro-
form by means of UV�vis absorption spectroscopy and cyclic
voltammetry.12 Compelling spectroscopic evidence for the for-
mation of nTs�TCNQ D�A complexes in solution was pro-
vided. More specifically, new absorption bands were identified
for mixtures of nTs and TCNQ in chloroform whose intensities
showed a marked dependence on the concentration of the donor
and the acceptor and did not match those reported for [nTs]þ

and [TCNQ]�. These new bands were described as electronic
transitions from the ground state (no charge separation) to the

charge-separated excited state of the nTs�TCNQ complexes.
Although the complexes were experimentally detected, funda-
mental information about the geometry of the supramolecular
dimer, the charge distribution in the electronic ground state, and
the nature of the CT excitations is scarce. This information can
be conveniently assessed from state-of-the-art quantum chemical
calculations that are able to simultaneously describe van der
Waals (dispersion) interactions and CT excitations in a
balanced way.

Theoretically, the accurate treatment of both van der Waals
interactions and CT excitations is a difficult and challenging task
for most quantum chemical methods and is thus the subject of
intense ongoing research. Dispersion interactions purely arise
from electron correlation effects13 and thus need highly corre-
lated wave function methods to treat them adequately. Coupled-
cluster theory with singles, doubles, and perturbatively con-
nected triple excitations [CCSD(T)], in conjunction with large
basis sets, can accurately describe these effects.14,15 Unfortu-
nately, CCSD(T) calculations are computationally very demand-
ing and therefore unfeasible for systems such as D�A complexes
of medium-size. On the other hand, second-order Møller�
Plesset perturbation theory (MP2)16 has a lower computational
cost (N5 vs N7, where N is related to the size of the system) and
can be accordingly seen as a suitable method to partly account for
dispersive interactions in large systems. However, the MP2
method tends to generally overestimate binding energies for
π-stacked systems.17�19 Hence, an alternative to MP2 recently
appeared, denoted as spin-component scaled MP2 (SCS-MP2),
which significantly improves the MP2 results, namely, the

Received: March 24, 2011
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overestimation of the binding energies in π-stacks.20,21 There-
fore, the SCS-MP2 method can be considered as a reliable
quantum chemical wave function method to treat noncovalent
interactions in large π-systems where the cost of CCSD(T) is
prohibitive.

We now turn our attention to Kohn�Sham (KS) density
functional theory (DFT), which is by far the most widely used
method for electronic structure calculations in condensed matter
physics and quantum chemistry. It seems that a general drawback
of all the common functionals is their inability to describe
long-range electron correlations responsible for noncovalent
interactions.22�24 The long-range correlation effects can be
captured by nonempirical approaches specially devised to
account for dispersion interactions explicitly.25�31 Another
approach is to combine symmetry-adapted intermolecular per-
turbation theory (SAPT) with a DFT representation of the
monomers.32 Since this representation of dispersion interactions
is nonempirical in nature, the computational cost still represents
a serious bottleneck. In recent years, there has been considerable
interest in a less costly yet qualitatively correct DFT-based
description of noncovalent interactions, leading to several dis-
persion-corrected methods.32�41 Among them, the new series of
M06-class functionals developed by Truhlar and co-workers33,34

has extensively been parametrized to take dispersive effects into
account. The simplest approach, normally designated as DFT-D,
introduces dispersion interactions using an empirical potential of
the form C6R

�6.35�41 The dispersion energy is calculated
separately from DFT calculations and simply added to the
converged DFT energy. DFT-D has been applied to calculate
the intermolecular interactions energies for large benchmark sets
of noncovalent molecules with very satisfactory results.42�44

Therefore, this approach can be an excellent alternative to deal
with large systems such as those tackled here.

Another well-known shortcoming of DFT methodologies is
the poor description of CT excitations for local and hybrid
functionals traditionally used within the time-dependent DFT
(TD-DFT) approach.45 This shortcoming can be overcome
using multiconfigurational ab initio methodologies, such as the
complete active space method combined with a second-order
perturbation approach (CASSCF/CASPT2). The CASSCF/
CASPT2 method is the most appropriate for the study of CT
excitations where TD-DFT fails totally.46 However, the applica-
tion of the CASSCF/CASPT2 protocol to large systems requires
enormous computational resources. A recent promising alter-
native within the TD-DFT framework, which improves the
accuracy of both Rydberg and CT excitations while maintaining
good quality local excitations, is the long-range corrected
approach (LC).47 This approach consists in the splitting of the
1/r12 two-particle operator into short- and long-range exchange
components, with the help of the standard error function (erf):

1
r12

¼ 1� erfðωr12Þ
r12

þ erfðωr12Þ
r12

ð1Þ

where r12 is the interelectronic distance and ω is a parameter
defining the range separation. Short-range exchange is treated
mainly using a local or hybrid functional, whereas long-range
exchange is usually treated using exact orbital exchange. Within
this LC scheme, several functionals, such as LC-wPBE,48

Coulomb-attenuated CAM-B3LYP,49,50 and the wB9751�53

family have been recently proposed to improve CT excitation
predictions. Double hybrid functionals, like B2PLYP, have also

shown very good performance in benchmark calculations for vertical
excitation energies of a wide variety of organic molecules.54,55

Furthermore, the combination of B2PLYP with the dispersion
approach (B2PLYP-D) has been repeatedly tested to yield accurate
noncovalent interactions.43,44,56 Hence, this functional can also be
seen as a robust and reliable alternative method.

Here we perform a thorough quantum chemical study of the
terthiophene�tetracyanoquinodimethane (3T�TCNQ) com-
plex (Figure 1) focusing mainly on: (i) the performance of
several density functionals to account for the energetics of π�π
interactions between 3T and TCNQ, (ii) the charge distribution
provided by the different functionals for the 3T�TCNQground-
state, (iii) the identification and the characterization of the most
stable structures, and (iv) the description of the nature and the
energy of the CT excitations. In a broader perspective, our aim is
thus to identify a suitable methodology that can both properly
account for π�π interactions and predict reliable CT excitation
energies, which can be mostly useful to investigate larger π�π
D�A complexes.

’THEORETICAL AND COMPUTATIONAL DETAILS

Calculations were performed with the Gaussian 0957 and
ORCA58 program packages. Calculations make use of the cc-
pVDZ and cc-pVTZ basis sets.59 The former was chosen as a
compromise between accuracy and applicability to large mole-
cules. The isolated molecules, 3T and TCNQ, were first
optimized using the Becke’s three-parameter B3LYP exchange
functional60,61 and the cc-pVDZ basis set. Potential energy
curves were constructed by plotting the intermolecular interac-
tion energy between 3T and TCNQ monomers, in a purely
cofacial geometry, and by varying the intermolecular distance
between the molecular centers along the z axis (see Figure 1).
The intermolecular interaction energy (ΔE) calculated by the
different methods was computed as follows:

ΔE ¼ E3T�TCNQ � E3T � ETCNQ ð2Þ
where E3T�TCNQ denotes the energy of the complex and E3T and
ETCNQ correspond to the energy of the monomers. The SCS-
MP2 method in conjunction with the cc-pVTZ basis set will be
used as reference for this part of the study due to its close
agreement with CCSD(T) results.21 Note that the correlation
energy at second order is scaled according to the following
equation:

EcorrðSCS�MP2Þ ¼ pSEvV þ pTEð v v þ V V Þ ð2Þ
where E(vvþVV) and EvV are the second-order contributions from
double excitations of electron pairs with parallel- and antiparallel-
spin, respectively, with pS = 6/5 and pT = 1/3 being the default
scaling parameters.20

Figure 1. Terthiophene�tetracyanoquinodimethane complex in the
cofacial geometry. The two molecular planes are parallel to one another.
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The interaction energy was then calculated at the B3LYP-
(-D),60,61 BHHLYP,60,61 B2PLYP(-D),62 M06-2X,34 M06-HF,63

and wB97X-D52 levels in combination with the cc-pVDZ and cc-
pVTZ basis sets. The -D term denotes the approach originally
developed by Grimme to calculate the dispersion energy (ED)
between two weakly overlapping systems, which is calculated
separately (in a post-self consistent field fashion) by resorting to a
van der Waals-type function explicitly depending on the well-
known RAB

�6 decay of such interactions:38

ED ¼ � s6∑
AB

fdðRABÞC
AB
6

R6
AB

ð3Þ

where fd(RAB) is a damping function of the interatomic distance
(R), C6

AB is the dispersion coefficient for the atomic pair AB, and
s6 is a scaling factor that only depends on the functional used. The
parameters implemented for B3LYP-D and B2PLYP-D inORCA
and for wB97X-D in Gaussian 09 were used as defaults.

Basis set superposition errors (BSSEs) for the interaction
energies in the 3T�TCNQ complex were computed by applying
the counterpoise (CP) method.64

The resolution of the identity (RI) technique65,66 was em-
ployed for SCS-MP2 and B2PLYP calculations. The error
introduced by the RI treatment is completely negligible com-
pared to other effects. The terms SCS-MP2 and B2PLYP will be
used instead of RI-SCS-MP2 and RI-B2PLYP, respectively.

The vertical CT excitation energies were first computed by
means of the CASPT2 approach.67�69 In this method, the first-
order wave function and the second-order energy are calculated
using the CASSCF wave function as reference. The CASSCF/
CASPT2 protocol has been shown to be remarkably accurate for
CT excitation energies of organic molecules which are not well
described by TD-DFT methodologies.46 Therefore, CASSCF/
CASPT2 excitation energies will be used as a reference. The
active space is constituted by 4π and 4π* valence molecular
orbitals (8 MOs) and 8 electrons. A systematic study using an
increasing active space composed of nπ/nπ* (n = 1�6)MOs and
their corresponding housed electrons was in fact performed, and
the convergence of the excitation energies was already achieved

at the 4π/4π* level. The CASSCF state-interaction (CASSI)
method was employed to compute the oscillator strength with
the CASPT2 excitation energies.70,71 CASSCF/CASPT2 calcu-
lations were carried out with the MOLCAS 7.2 package.72

CT excitation energies were then calculated using standard
TD-DFT methodology and the B3LYP, BHHLYP, B2PLYP,
M06-2X, and M06-HF functionals. CT excitations were also
evaluated using LC functionals as Coulomb-attenuaded CAM-
B3LYP,49 LC-wPBE,48 and wB97X-D. The excitation energies
for B2PLYP were computed according to the Neese and Grimme
procedure.54 In this procedure and in complete analogy to the
ground-state treatment, a scaled second-order perturbation
correction to configuration interaction with singles (CIS(D))
wave functions developed some years ago by Head-Gordon
et al.73 is computed on the basis of density functional data and
added to the TD-DFT excitation energies as follows:

ωcorr ¼ ωTD�B2PLYP þ acΔðDÞ ð4Þ

whereωcorr is the corrected excitation energy,ωTD�B2PLYP is the
TD-B2PLYP excitation energy computed in a standard way and
Δ(D) is the second-order perturbation term. The ac parameter is
equal to that used for the ground state. B2PLYP calculations were
done using ORCA, whereas the rest of TD-DFT calculations
used Gaussian 09. Vertical CT excitation energies were com-
puted using the cc-pVDZ basis set.

’RESULTS AND DISCUSSION

Intermolecular Interaction Energies. As previously dis-
cussed, the description of the ground-state potential energy
curves of the 3T�TCNQ complex requires accurate quantum
chemical calculations fully accounting for π�π stacking interac-
tions. Figure 2 displays the potential energy curves calculated for
the cofacial 3T�TCNQ complex at the SCS-MP2/cc-pVTZ
level (taken here as a reference) and at the DFT level using
different functionals in combination with the cc-pVDZ basis set.
The potential energy curves in Figure 2 are computed without
taking into account the BSSE correction. The importance of the

Figure 2. Potential energy curves for the cofacial 3T�TCNQ complex computed at various DFT/cc-pVDZ levels. The SCS-MP2/cc-pVTZ curve is
shown as a reference. Intermolecular interaction energies (ΔE) are counterpoise uncorrected.
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BSSE correction and of the size of the basis set employed with
DFT calculations is later analyzed. SCS-MP2 calculations predict
a minimum of �15.97 kcal mol�1 at a separation of 3.44 Å
between the molecular planes. Note that SCS-MP2 calculations
provide a significant improvement with respect to MP2, as
reported before for related D�A complexes.74

The potential energy curves provided by DFTmethods can be
interpreted according to the nature of the functional employed
(Figure 2). As expected, the hybrid B3LYP and BHHLYP
functionals predict too shallow potential energy curves with
energy minima of �1.23 and �2.41 kcal mol�1, respectively,
and thus dramatically underestimate the interaction energies
compared to SCS-MP2/cc-pVTZ results. The optimum inter-
molecular distances (B3LYP: 4.15 Å, BHHLYP: 3.94 Å) are
strongly overestimated in comparison with that obtained at the
SCS-MP2 level (3.44 Å) and with those commonly found for
related π�π complexes (3.4�3.5 Å).75 Though they predict a
bound dimer, the hybrid functionals do not therefore properly
account for π�π stacking interactions in the 3T�TCNQ
complex, as previously reported for similar π�π complexes.75,76

The culprit for the rather unsatisfactory performance of the
hybrid functionals in describing intermolecular interactions is the
local nature of the correlation kernel. Therefore, in hybrid
functionals the correlation energy is calculated only from the
local properties of the density, and the dispersion energy, which
arises from a truly nonlocal correlation effect, cannot be explicitly
described.
The double hybrid B2PLYP functional partially accounts for

the dispersion energy. This effect is clearly observed in the
potential energy curve computed for the 3T�TCNQ complex,
which exhibits a deeper energy minimum (�6.27 kcal mol�1)
compared to B3LYP and BHHLYP results. The minimum-
energy intermolecular distance is 3.63 Å, in better agreement
with that obtained at the SCS-MP2 level (3.44 Å). The better
description of the dispersion energy provided by B2PLYP arises
from the incorporation of dynamical electron correlation
effects through a perturbative second-order correlation term
obtained from the KS orbitals and eigenvalues.62 Despite
the partial introduction of nonlocal electron correlation effects,

the interaction energy predicted by B2PLYP in the minimum-
energy region underestimates by ∼10.0 kcal mol�1 the SCS-
MP2 value.
In order to obtain more accurate potential energy curves, DFT

calculations using hybrid meta functionals (M06-2X and M06-
HF) and incorporating a dispersion term (DFT-D) were carried
out. The M06-2X and M06-HF functionals yield quantitatively
reliable potential energy curves with potential energy minima of
�14.96 and �15.90 kcal mol�1, respectively. The minimum-
energy intermolecular separations are predicted at 3.40 and
3.39 Å, respectively, which are slightly shorter than that estimated
at the SCS-MP2 level. Both the interaction energies and the
intermolecular distances are in good agreement with the SCS-
MP2 results. However, the curves generated using these func-
tionals are narrower than that predicted at the SCS-MP2 level.
The addition of the dispersion correction term to the B3LYP,
B2PLYP, and wB97X functionals, denoted as B3LYP-D,
B2PLYP-D, and wB97X-D, gives rise to a fully quantitative
description of the potential energy curve. The three DFT-D
functionals predict interaction energies at the minimum
(�14.84, �14.72, and �16.14 kcal mol�1 for B3LYP-D,
B2PLYP-D, and wB97X-D, respectively) very close to that
computed at the SCS-MP2 level (�15.97 kcal mol�1) with
differences of ∼1 kcal mol�1. The optimum 3T�TCNQ inter-
molecular distances are calculated at 3.39 (B3LYP-D), 3.39
(B2PLYP-D), and 3.49 Å (wB97X-D), slightly underestimating
(B3LYP-D and B2PLYP-D) and overestimating (wB97X-D) the
SCS-MP2 value (3.44 Å). Among the hybrid meta and the DFT-
D functionals employed to describe the 3T�TCNQ complex,
the wB97X-D seems to yield the best performance to estimate
the potential energy curve (see Figure 2).
In a further step, the potential energy curves for the cofacial

3T�TCNQ complex were recalculated including BSSE correc-
tions and the larger cc-pVTZ basis set (Figure 3). As a conse-
quence of BSSE corrections, the depth of the well for the SCS-
MP2 curve decreases ∼4 kcal mol�1 and the minimum-energy
intermolecular distance undergoes a significant increase going
from 3.44 to 3.55 Å. The potential energy minimum is now
predicted at �12.31 kcal mol�1.

Figure 3. Potential energy curves for the cofacial 3T�TCNQ complex computed at various DFT levels with the cc-pVTZ basis set. The SCS-MP2/
cc-pVTZ curve is shown as a reference. All intermolecular interaction energies (ΔE) are corrected for BSSEs by the counterpoise technique.
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A detailed inspection of Figure 3 reveals that DFT-D func-
tionals (B3LYP-D, B2PLYP, and wB97X-D) yield potential
energy curves that are better than those obtained by M06
functionals (M06-2X and M06-HF). The M06-2X and M06-
HF functionals underestimate by more than 1 kcal mol�1 the
intermolecular interaction energies at the minimum-energy
region. The optimum intermolecular distances are found at
3.41 and 3.43 Å, respectively, which are too short compared to
the SCS-MP2 value (3.55 Å). It should be noted that at longer
distances, the potential energy curve produced by M06-2X
deviates significantly from the SCS-MP2 curve (and the DFT-
D curves), with energies that rise sharply in the range between
theminimum and 4.0 Å. As a consequence, theM06-2X potential
well is too narrow near the minimum. The DFT-D functionals
predict interaction energies at the minimum (�12.46, �13.02,
and �13.16 kcal mol�1 for B3LYP-D, B2PLYP-D, and wB97X-
D, respectively), very close to that computed at the SCS-MP2
level (�12.31 kcal mol�1). In terms of minimum-energy inter-
molecular separations, wB97X-D gives the best result, with a
potential energy minimum placed at 3.56 Å, which matches
perfectly with that calculated at the SCS-MP2 level. The inter-
molecular distance afforded by B3LYP-D and B2PLYP-D func-
tionals (3.45 Å) underestimates the SCS-MP2 value by∼0.1 Å. It
is worth to note that both B3LYP-D and wB97X-D functionals in
conjunction with the cc-pVTZ basis set result in small BSSEs of
∼1 kcal mol�1 (Figure S1, Supporting Information).
The results clearly point out that DFT-D functionals in

combination with cc-pVTZ basis set yield the best performance
to estimate the potential energy curves for the 3T�TCNQ
complex. Among them, wB97X-D predicts accurate interaction
energies and yields the best intermolecular distances. In addition
to the dispersion term, the wB97X-D functional is built on the
basis of the long-range corrected scheme which already partially
takes noncovalent interactions into account.51 The LC scheme
seems to be important not only for the treatment of noncovalent
interactions but also for the description of CT excited states, as
will be discussed below. It is also important to stress that wB97X-
D in combination with the cc-pVDZ basis set and without

correction of the BSSE, although overestimates the interaction
energies by about 4 kcal mol�1, is able to provide relatively
accurate intermolecular distances. This information is of great
relevance in order to study larger π�π D�A complexes for
which more extended basis sets are prohibitive.
Ground-State Charge-Transfer Analysis. π�π D�A mo-

lecular complexes are characterized by a small amount of charge
transferred from the donor to the acceptor in the ground state.77

Unfortunately, the charge distribution calculated for the
3T�TCNQ complex in the ground state strongly relies on the
choice of the functional. Figure 4 shows the evolution of the
Mulliken charge transferred from 3T to TCNQ in the cofacial
configuration as a function of the intermolecular distance. To test
the reliability of the Mulliken charges, the charge transferred
from 3T to TCNQ was also analyzed according to the CHelpG
scheme (Figure S2, Supporting Information).78 The charges
obtained from this scheme are similar to those computed using
the Mulliken approach, and therefore, Mulliken charges will be
used in the following discussion. It should be mentioned that
Hobza et al. have recently shown that Mulliken analysis lead to
reliable estimates of the charge transferred in a family of D�A
complexes.79

The amount of charge decays quickly with increasing separa-
tion between the 3T and TCNQmolecules (Figure 4). Although
all functionals display this behavior, B3LYP clearly tends to
overestimate the charge transferred in the ground state. For
instance, at an intermolecular distance of 3.4 Å in the minimum-
energy region, B3LYP predicts a CT of 0.14e, whereas BHHLYP,
B2PLYP, and M06-2X yield a value of ∼0.07e, and wB97X-D,
M06-HF, and MP280 lead to charge transfers smaller than 0.07e.
These results corroborate that increasing the percentage of HF
exchange in the functional causes a decrease of the amount of
charge transferred in the ground state of the 3T�TCNQ
complex. This trend is in agreement with recent results reported
for the tetrathiafulvalene�TCNQ D�A complex.74 Therefore,
the choice of standard hybrid functionals, such as B3LYP, for
studying D�A complexes should be taken with care, since the
amount of charge transferred in the ground state is artificially

Figure 4. Mulliken charge transferred from 3T to TCNQ in the ground state (qGS) calculated with different functionals as a function of the
intermolecular distance (z) in the cofacial geometry.
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high, and it can even increase upon full geometry optimization, as
will be discussed next.
Optimized Geometries.With the aim of identifying the most

stable structures of the 3T�TCNQ complex, a comprehensive
exploration of the energy landscape along the x and y axis (see
Figure 1) is required. Figure 5 depicts the potential energy
surface and its respective contour map computed at the
B3LYP-D/cc-pVDZ level by varying the distance along the x
and y axis and by maintaining the monomers frozen at the
minimum-energy intermolecular distance (z = 3.39 Å). Themost
stable structures are located in the dark-blue region of the
potential energy surface. Three minimum-energy conformations
were found and used subsequently as starting points for full
geometry optimizations at B3LYP-D and wB97X-D levels in
conjunction with cc-pVDZ and cc-pVTZ basis sets.
Geometry optimizations lead to the three minimum-energy

structures (1�3) depicted in Table 1. Structures 1 and 3 differ

only in the relative displacement of the monomers along the
short molecular y axis. In structure 1, the benzene ring of TCNQ
is centered above the single Cβ�Cβ bond of the central
thiophene ring of 3T, whereas in 3 the midpoint of the benzene
ring is approximately placed above the central sulfur atom of 3T.
In contrast, TCNQ in structure 2 is mainly displaced along the
long molecular x-axis, and the benzene ring is now located above
one of the inter-ring CR�CR0 bonds of 3T. Geometry optimiza-
tions using cc-pVTZ provide structures almost identical to those
obtained with cc-pVDZ, but with a much higher computational
cost. The optimized intermolecular distances differ by less than
0.01 Å for structure 1 and by ∼0.03 Å in structures 2 and 3
(Table 1). Although both B3LYP-D and wB97X-D functionals
give rise to minimum-energy structures with identical orienta-
tions, it is noteworthy that they predict different intermolecular
distances. The closest carbon�carbon intermolecular distances
found at the B3LYP-D level are in the 3.0�3.2 Å range. Such
values are considerably shorter than those computed at the
CCSD(T) level for a benzene�hexafluorobenzene complex
(3.5�3.6 Å).81 In contrast, wB97X-D leads to a larger separation
between the interacting molecules with carbon�carbon dis-
tances ranging from 3.2 to 3.4 Å. Therefore, wB97X-D provides
more reliable intermolecular distances than those obtained with
B3LYP-D.
Table 2 collects the interaction energies computed by per-

forming single-point calculations using the cc-pVTZ basis set and
the fully relaxed cc-pVDZ geometries. Calculations using the cc-
pVTZ optimized geometries lead to interaction energies that
differ from those in Table 2 by less than 0.1 kcal mol�1 (Table S1,
Supporting Information). Calculations therefore show that the
small structural changes found in passing from cc-pVDZ to cc-
pVTZ optimized structures have no significant effect on the
interaction energies and that cc-pVDZ optimized geometries can
be safely used to calculate the interaction energies. This is of
special interest when dealing with larger D�A complexes for
which geometry optimizations using the cc-pVTZ basis set would
be computationally prohibitive.
The CP-corrected interaction energies clearly indicate that

structure 2 is the most stable with binding energies of �20.32
and �17.78 kcal mol�1 at B3LYP-D and wB97X-D levels,

Figure 5. (a) Potential energy surface computed at the B3LYP-D/cc-pVDZ level for the 3T�TCNQ complex at a fixed intermolecular distance (z) of
3.39 Å. (b) Interaction energy contour map (kcal mol�1).

Table 1. Optimized Geometries of the Three Most Stable
Structures (1�3) Calculated for the 3T�TCNQ Complexa

B3LYP-D wB97X-D

distances cc-pVDZ cc-pVTZ cc-pVDZ cc-pVTZ

a 3.170 3.177 3.307 3.310

b 3.170 3.177 3.307 3.311

c 3.136 3.175 3.278 3.325

d 3.205 3.228 3.343 3.373

e 3.240 3.264 3.349 3.385

f 3.120 3.145 3.296 3.344

g 3.043 3.063 3.192 3.221

h 3.224 3.250 3.371 3.404

i 3.220 3.250 3.370 3.404

j 3.041 3.064 3.192 3.220
aThe shortest carbon�carbon intermolecular distances (in Å) are given.
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respectively. Although the absolute difference between the
interaction energies calculated for structures 1 and 3 using
B3LYP-D and wB97X-D is almost constant (∼1 kcal mol�1),
the relative energies of the three conformers vary with the func-
tional. More specifically, 1 and 3 lie 4.45 and 3.49 kcal mol�1

above 2 at the B3LYP-D level, whereas they are found 2.90 and
2.12 kcal mol�1 higher in energy than 2 at the wB97X-D level.
This arises because B3LYP-D stabilizes considerably 2 compared
to wB97X-D results (see Table 2). It is interesting to note that
both B3LYP-D and wB97X-D slightly overestimate the binding
energies of the three minimum-energy structures when com-
pared to SCS-MP2 energies. However, wB97X-D yields interac-
tion energies that are closer to those obtained at SCS-MP2 level
with differences around 1 kcal mol�1.
Table 2 reveals that DFT-D and SCS-MP2 methods present

significantly different BSSEs. B3LYP-D gives rise to errors in the
1.12�1.29 kcal mol�1 range, whereas wB97X-D yields errors
which range from 0.98 to 1.08 kcal mol�1. The slightly smaller
BSSEs found for wB97X-D are likely due to the fact that wB97X-
D-optimized structures show longer intermolecular distances
than B3LYP-D structures. SCS-MP2/cc-pVTZ interaction en-
ergies show the largest BSSEs, with values around 4.8 kcal mol�1

for the three minimum-energy structures. These results contrast
to those reported for relevant biological complexes, where SCS-
MP2/cc-pVTZ was found to be almost free from BSSE due to
error compensations.21 Our results therefore point to the
importance of including BSSE corrections at the SCS-MP2 level
to compute accurate interaction energies in D�A conjugated
complexes as 3T�TCNQ. In contrast, DFT-D methods in
combination with cc-pVTZ basis sets lead to rather small BSSEs.
Full geometry optimizations allow for a careful analysis of the

changes occurred in the 3T and TCNQ monomers upon
formation of the complex. The structural changes can be easily
quantified by using the carbon�carbon single�double bond
length alternation (BLA), which estimates the degree of aroma-
tization/quinoidization along the conjugated backbone.82 The
BLA parameter has been widely used to characterize the carbon
skeleton in different families of oligothiophenes83�85 and is
calculated for each thiophene ring as the difference between
the length of the Cβ�Cβ bond and the average of the two
CR�Cβ bonds (see sketch in Table 2). An aromatic ring is thus
characterized by a positive BLA value, while a quinoid ring shows
a negative BLA value.
Table 3 gathers the BLA values for 3T and theMulliken charge

transferred from 3T to TCNQ (qGS) computed for structure 2 at
the B3LYP-D/cc-pVDZ and wB97X-D/cc-pVDZ levels. The use
of the cc-pVTZ basis set has almost no effect on the BLA values,
and the charge distribution (Table S2). BLA data for isolated 3T
are also included in Table 3 for comparison. At the B3LYP-D

level, the BLA values computed for 3T in the complex are
significantly smaller than those of isolated 3T. For instance, the
BLA obtained for the central ring (T2) decreases from 0.036 Å in
isolated 3T to 0.012 Å in the complex. The reduction of BLA for
the thiophene spine in the 3T�TCNQ complex indicates a loss
of aromatic character of the conjugated backbone compared to
isolated 3T. The partial quinoidization of 3T results from the
charge transferred from 3T to TCNQ (0.30e, Table 2). In
oligothiophenes, quinoidization of the carbon skeleton is pro-
duced upon injection of charges in oxidation/reduction
processes.84

In contrast to B3LYP-D, wB97X-D predicts more localized
structures with larger BLA values, owing to the higher amount of
HF-like exchange included in this functional. This behavior has
been previously reported for related conjugated systems.86 The
comparison between the BLA values computed at the wB97X-D
level for isolated 3T and for 3T in structure 2 reveals less marked
differences than those obtained at the B3LYP-D level (Table 2).
The less pronounced structural relaxation calculated for 3T at the
wB97X-D level matches perfectly with the smaller amount of
charge transferred (0.12e) from 3T to TCNQ.
Calculations therefore show that the B3LYP-D functional

overestimates the charge transfer between the donor and the
acceptor in the D�A complex. This leads to too short inter-
molecular distances and to too large changes on the structures of
the monomers when the geometry of the complex is fully relaxed.
The wB97X-D functional provides more accurate intermolecular
distances and predicts smaller structural changes on the mono-
mers forming the complex, due to the lower charge transfer,
which is in better agreement with the description expected for
weakly interacting D�A complexes.
Charge-Transfer Excited States. The characterization of CT

excited states in D�A complexes is of utmost importance to
understand the photophysical properties of these complexes and
their potential use in organic solar cells. In order to gain insight
into the performance of several functionals to treat CT excitations,
the excitation energies of the lowestCT state were computed using
the TD-DFT approach and the optimized ground-state molecular
geometries of structures 1�3. Hybrid (B3LYP, BHHLYP),
hybrid meta (M06-2X, M06-HF), double-hybrid (B2PLYP),

Table 3. Bond Length Alternation Values (in Å) Computed at
the B3LYP-D/cc-pVDZ and wB97X-D/cc-pVDZ Levels for
EachThiopheneRing of 3T in Structure 2 and for Isolated 3Ta

3T T1 T2
b T3

b qGS(e)

B3LYP-D

isolated 0.047 0.036 0.047 �
2 0.041 0.012 0.030 0.30

wB97X-D

isolated 0.056 0.047 0.056 �
2 0.052 0.038 0.046 0.12

aThe Mulliken charge transferred from 3T to TCNQ (qGS) is also
included. bTCNQ lies on top of the T2 and T3 thiophene rings, as
illustrated in Table 1.

Table 2. Interaction Energies (kcal mol�1) Calculated for the
Most Stable Structures of the 3T�TCNQ Complexa

method 1 2 3

B3LYP-D/cc-pVTZb �15.87 (�17.00) �20.32 (�21.60) �16.83 (�18.03)
SCS-MP2/cc-pVTZb �14.03 (�18.90) �17.28 (�22.78) �14.83 (�19.84)
wB97X-D/cc-pVTZc �14.88 (�15.85) �17.78 (�18.86) �15.66 (�16.65)
SCS-MP2/cc-pVTZc �13.95 (�18.14) �16.65 (�21.33) �14.62 (�18.86)

a Energies are corrected for BSSE using the counterpoise method
(counterpoise uncorrected values are given within parentheses). b Sin-
gle-point energy calculations on the B3LYP-D/cc-pVDZ optimized
geometries. c Single-point energy calculations on the wB97X-D/cc-
pVDZ optimized geometries.
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and LC-corrected (CAM-B3LYP, wB97X-D, LC-wPBE) func-
tionals have been chosen for TD-DFT calculations. CASSCF/
CASPT2 calculations have been carried out to benchmark the TD-
DFT results. Figure 6 depicts the topologies of selected molecular
orbitals as a guide to the description of the lowest CT excitation.
Table 4 collects CT excitation energies and oscillator strengths
computed using TD-DFT and CASPT2 methodologies.
According to the CASPT2 calculations, the lowest singlet

excited state (S1) is computed at 1.79, 1.72, and 1.83 eV above
the ground state (S0) for 1�3, respectively (Table 4). The
intensity of the S0fS1 transition clearly depends on the config-
uration of the complex, with oscillator strength values of f = 0.044
for 1, f = 0.176 for 2, and f = 0.059 for 3. For the three structures,
the CASSCF wave function is dominated by the promotion of an
electron from the highest occupied molecular orbital (HOMO)
to the lowest unoccupied molecular orbital (LUMO). The
HOMO is completely localized on the conjugated carbon�
carbon skeleton of 3T, whereas the LUMO is located on the
conjugated backbone of TCNQ (see Figure 6). Therefore, the
S0fS1 transition corresponds to a CT excitation and is proposed
to be responsible for the weak feature detected experimentally at
1.49 eV in chloroform.12

Note that CASPT2 calculations are performed in gas-phase
while the experimental data are recorded in solution. Stein et al.87

recently studied a family of aromatic donor�tetracyanoethylene
complexes, for which optical data in gas phase and solution are
available, and concluded that solvent models hardly stabilize the
lowest CT states and are not able to reproduce the experimental
solvent effect that lowers the CT excitation energies by 0.32 eV
on average. These authors suggest that the only reasonable way
to proceed in these cases is to assume that subtraction of 0.32 eV
from the gas phase calculations makes them comparable to
experiments in solvent. Using this assumption, the CASPT2
results match now perfectly the experimental CT excitation
found at 1.49 eV for the 3T�TCNQ complex. Hence, the
CASPT2 gas-phase energies can be reasonably employed to
benchmark the TD-DFT results.
As can be seen in Table 4, all functionals predict larger CT

excitation energies for structure 2 than for 1 and 3, which
contrasts to CASPT2 results. Concerning the intensities, all

functionals predict the highest oscillator strength for structure
2 in good agreement with CASPT2 oscillator strengths. CT
excitation energies using the TD-DFT approach are analyzed
according to the nature of the functional (hybrid, double hybrid,
hybrid meta, and long-range functionals) and the amount of HF-
like exchange. B3LYP, which incorporates a small percentage
(20%) of HF-like exchange, underestimates the CASPT2 CT
excitation energies with deviations of up to�0.54 eV. In contrast,
the CT excitations computed by BHHLYP (50% of HF-like
exchange) yield CT excitation energies closer to those computed
at the CASPT2 level. The largest deviation is found for structure
2, for which the CT state is calculated 0.16 eV higher in energy.
The double-hybrid B2PLYP functional also underestimates

the CT excitation energies with deviations from �0.24 (2) to
�0.54 eV (3). The underestimation of the CT excitations results
from the perturbative correction term (Δ(D)) computed through
the CIS(D) method (see Theoretical and Computational Details
Section) that stabilizes the CT state. Note that B2PLYP has a
53% of HF-like exchange, and thus, when the Δ(D) term is not
added, the uncorrected CT excitation energies are similar to
those computed at BHHLYP level.
The hybrid meta M06-2X functional predicts CT excitation

energies with accuracy similar to that obtained at BHHLYP level
(Table 4). The resemblance in the CT excitation energies is due
to the fact that M06-2X incorporates a 54% of HF-like exchange
very close to the 50% included in BHHLYP. In contrast, M06-HF
implies a 100% of HF-like exchange and dramatically over-
estimates the CT excitation energies with a deviation of up to
0.96 eV with respect to CASPT2 values. These results are
consistent with those recently reported by Li et al. showing that
for CT transitions at intermediate interelectronic separations
M06-2X performs notably, whereas M06-HF fails completely.88

LC-wPBE, CAM-B3LYP, and wB97X-D represent a more
sophisticated class of functionals based on the long-range
corrected scheme. However, the behavior of LC-wPBE is quite
different with respect to their homologous CAM-B3LYP and
wB97X-D due to the amount of HF-like exchange. LC-wPBE has
a 0% of HF-like exchange at short-range and a 100% at long-
range and overestimates severely the CT excitation energies with
deviations ranging from 0.69 to 0.80 eV compared to that of the
CASPT2 results. CAM-B3LYP shows a 19 and 65% of HF-like
exchange at short and long interelectronic separations, whereas
wB97X-D includes a 22 and 100%, respectively. Both funtionals
predict similar CT excitation energies, the largest deviation being
found for structure 2 with differences of 0.19 and 0.24 eV for

Figure 6. Electronic density isocontours (0.03 e bohr�3) calculated at
the CASSCF level for the frontier molecular orbitals of the 3T�TCNQ
complex.

Table 4. S0fS1 Vertical Excitation Energies (eV) Computed
for Structures 1�3 of the 3T�TCNQ Complex

methoda 1b 2b 3b

CASPT2 1.79 (0.044) 1.72 (0.176) 1.83 (0.059)

B3LYP 1.25 (0.070) 1.46 (0.112) 1.32 (0.075)

BHHLYP 1.71 (0.067) 1.88 (0.121) 1.72 (0.060)

B2PLYP 1.30 (0.060) 1.48 (0.115) 1.29 (0.053)

M06-2X 1.73 (0.062) 1.89 (0.109) 1.73 (0.053)

M06-HF 2.63 (0.062) 2.68 (0.125) 2.65 (0.053)

LC-wPBE 2.49 (0.055) 2.54 (0.111) 2.52 (0.045)

CAM-B3LYP 1.75 (0.063) 1.91 (0.114) 1.76 (0.055)

wB97X-D 1.81(0.062) 1.96 (0.115) 1.83 (0.055)
aAll calculations were performedwith the cc-pVDZ basis set. bOscillator
strength (f) values are given within parentheses.
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CAM-B3LYP and wB97X-D, respectively. wB97X-D per-
forms slightly better than CAM-B3LYP for structures 1 and 3,
for which it provides CT excitations in excellent accord with
CASPT2 data.
Overall, wB97X-D provides the best performance with the

smallest deviations in the CT excitation energies in comparison
to CASPT2 results, although CAM-B3LYP, BHHLYP, andM06-
2X functionals also behave accurately enough. The results
evidence that the CT transition in the 3T�TCNQ complex
occurs at intermediate interelectronic separations, and thus, not
only long-range corrected functionals describe correctly this
transition but also hybrid and hybrid meta functionals with an
appropriate portion of HF-like exchange. It should be also
mentioned that the size of the basis set has no special effect on
the CT excitation energies. For instance, almost identical excita-
tion energies are obtained at wB97X-D/cc-pVDZ (1.96 eV) and
wB97X-D/cc-pVTZ (1.98 eV) levels for structure 2.

’CONCLUSIONS

We have presented a detailed quantum chemical investigation
of the terthiophene�tetracyanoquinodimethane complex as
model for π�π D�A systems. The study has focused on the
performance of several functionals to treat π�π intermolecular
interactions, the distribution of charge in the ground state of the
complex, the identification and the characterization of the most
stable supramolecular structures, and the description of the CT
excitation found in these D�A complexes.

Density functionals including the dispersion term (DFT-D)
treat in an accurate way the π�π interactions yielding potential
energy curves similar to those computed at the SCS-MP2 level.
The distribution of the charge in the ground state is clearly
determined by the portion of HF-like exchange in the functional.
The charge transferred from the donor to the acceptor in the
ground state is inversely proportional to the percentage of HF-
like exchange. Hence, a too large charge transfer is predicted
when using the common B3LYP functional. When characterizing
the most stable structures of the complex, wB97X-D functional
predicts reliable intermolecular distances, small structural
changes in the monomers forming the complex, and a small
amount of charge transferred from 3T to TCNQ in the ground
state, in agreement with the chemically intuitive description of
weak interacting D�A complexes. High-level ab initio CASSCF/
CASPT2 calculations have enabled to benchmark the TD-DFT
results for excited states. Long-range corrected functionals, such
as CAM-B3LYP and wB97X-D, as well as the hybrid BHHLYP
are able to treat accurately the CT excitations for the 3T�TCNQ
complex, yielding values very similar to those obtained by the
CASPT2 method.

Overall, the wB97X-D functional displays the best perfor-
mance to treat π�π intermolecular interactions and CT excita-
tions in a balanced way, for the 3T�TCNQ complex, thanks to
the combination of dispersion and long-range corrected terms.
Hence, the wB97X-D functional might be reliably used to further
investigateπ�πD�A complexes. Calculations show that the use
of a cc-pVTZ basis set is needed to predict accurate interaction
energies with small BSSEs, whereas reliable optimized geome-
tries and excitation energies are obtained using the less-demand-
ing cc-pVDZ basis set. Theoretical information for larger D�A
complexes would be very useful to guide experimentalists in the
design of fine-tuned D�A complexes for organic solar cells.
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ABSTRACT: The ring current effect on chemical shifts of amide protons (ΔδRC) is computed at the B3LYP/6-311þþG(d,p)//
B3LYP/aug-cc-pVTZ level of theory for 932 geometries of dimers of N-methylacetamide and aromatic amino acid side chains
extracted from 21 different proteins. These ΔδRC values are scaled by 1.074, based on MP2/cc-pVQZ//B3LYP/aug-cc-pVTZ
chemical shift calculations on four representative formamide/benzene dimers, and are judged to be accurate to within 0.1 ppm based
on CCSD(T)/CBS//B3LYP/aug-cc-pVTZ calculations on formamide. The 932 scaled ΔδRC values are used to benchmark three
empirical ring current models, including the Haigh�Mallion model used in the SPARTA, SHIFTX, and SHIFTS chemical shift
prediction codes. Though the RMSDs for these three models are below 0.1 ppm, deviations up to 0.29 ppm are found, but these can
be decreased to below 0.1 ppm by changing a single parameter. The simple point-dipole model is found to perform just as well as the
more complicated Haigh�Mallion and Johnson�Bovey models.

1. INTRODUCTION

Prediction of chemical shifts in proteins based on protein
structure serves many uses in structure verification or fast
generation of structures in accordance with relatively inexpensive
experimental nuclear magnetic resonance (NMR) data.1�5 The
most popular protein chemical prediction software packages
include the SHIFTX,6 SHIFTS,7,8 SPARTA,9 and PROSHIFT10

servers. These programs use empirical models that relate various
features of protein structure, such as secondary structure, hydrogen
bond geometry, and ring current effects, to changes in chemical
shifts. The contributions from several different sources of
chemical shift perturbations are in all cases assumed to work
additively. These small additive terms are in many cases given as
classical approximations to well-known physical interactions. For
example, SPARTA, SHIFTX, and SHIFTS use the approximation
due to Haigh and Mallion11 to model the changes in chemical
shifts due to ring current effects in the aromatic side chains of
phenylalanine, tyrosine, tryptophan, and histidine residues. The
Haigh�Mallion model contains a single adjustable parameter for
each side chain, which must be parametrized from a data set. In
the case of SHIFTX, these parameters are obtained by a data
mining approach, which correlates experimental chemical shifts
with corresponding, known X-ray protein structures, based on a
series of predefined physical and empirical terms.6 In the case of
SHIFTS, the parameters are obtained by fitting parameters for a
set of known physical terms, which relates protein structure and
chemical shifts to a data set which combines empirical chemical
shift data as well as data obtained through quantum chemical
calculations.12 Ultimately, these fitting methods include uncer-
tainties frommany terms in the underlying approximations of the
fit, as well as the uncertainties connected to the experimental
data. It is thus unclear how accurate the obtained parameters are
in reproducing the underlying physics of the system.13

Other methods exist to approximate the ring current effect,
most notably11,14 the Johnson�Bovey model15 and the simpler

point-dipole model due to Pople.16,17 In general, the three
methods describe the change in chemical shift due to a nearby
aromatic ring, formally as

ΔδRC ¼ i B G ð1Þ

where G is a geometric factor, which depends on the spatial
orientation and distance of the ring relative to the proton, B is a
“natural constant” denoting the ring current intensity for a
benzene ring, and i is the ring current intensity relative to that
of a benzene ring, such that ibenzene � 1. A thorough description
of the three models mentioned above can be found in the
Supporting Information. It has previously been attempted to
derive analytical expressions for the values of i and B for different
functional forms of G, but these have not been successful in
reproducing experimental results.11 Consequently, various nu-
merical methods have been widely used to obtain the intensity
values.

The study by Case18 is one of the few that has addressed these
issues using ab initio calculations. A methane molecule is used to
probe the chemical shift perturbation due to a nearby aromatic
ring, with the chemical shift calculated at the CSGT/PW91/
IGLO-III level of theory. However, it is not clear whether the
level of theory used at that time (1995) is sufficiently accurate,
and second, it is unknown whether the ring current parameters
obtained for a methane proton can directly be transferred to
amide protons. The parameters obtained by Case are used in the
SPARTA program.9

In this study, we use CCSD(T) and MP2 methods to bench-
mark the accuracy of ΔδRC calculations at the B3LYP/
6-311þþG(d,p)//B3LYP/aug-cc-pVTZ level of theory. This level
of theory is then used to compute nearly 1000 representative
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ΔδRC values, which, in turn, are used to obtain parameters for
three empirical ΔδRC models.

The paper is organized as follows. First, we describe the
computational methodology used to isolate the ring current
effect and to obtain data sets, against which the ring current
intensity parameters are fitted. Then, we benchmark various
levels of theory, in order to estimate error bounds on our data.
This is followed by a presentation of the obtained intensities and
a comparison to the intensities obtained by other authors.

2. COMPUTATIONAL METHODOLOGY

2.1. Isolating the RingCurrent Effect.As a probe nucleus, for
which the isotropic shielding is calculated using quantum chemi-
cal methods, the amide proton of a trans-N-methylacetylamide
(NMA; Figure 1a) molecule is used in order to provide a small
and inflexible molecule with a high degree of resemblance to
the amide group of the protein backbone. For more compu-
tationally demanding calculations, such as MP2, CCSD, and
CCSD(T) calculations, the two methyl groups are removed in
order to save computational time, and the probe nucleus is
then the amide proton trans to the CdO bond in formamide
(FMA; Figure 1b).
A large number of dimer systems (see next subsection),

consisting of an amide probe molecule and a nearby aromatic ring
in different conformations is constructed. Following the general
approach of Boyd and Skrynnikov,19 the absolute shielding of the
probe hydrogen in the dimer system can be written as

σDimer
H ¼ ΔσConformation þΔσLocal þΔσRC ð2Þ

The chemical shift of the probe hydrogen atom in the dimer
systemwill, apart from the ring current effect, also be influenced by
the exact geometry and type of the probe molecule (described in
the ΔσConformation term) as well as any possible interactions with
the aromaticmoiety, such as electrostatic forces, possible hydrogen
bonding, spin�spin repulsion, and other effects which can be
difficult to quantify and separate (described in the ΔσLocal term).
Finally, the chemical shift perturbation due to the aromatic ring is
approximated as ΔσRC.
Reference systems for each dimer system, which have approxi-

mately identical local interactions between the molecules, apart
from the ring current effect, are constructed in order to filter out
these hard-to-quantify effects (see Figure 2). These are modeled
as corresponding dimer systems, where the aromatic ring has
been replaced by an olefinic analogue. The definition of an
olefinic analogue here is an aromatic ring which, by the addition
of two hydrogen atoms, has lost its aromaticity. The protonation
is done such that the planar geometry of the ring is still enforced,
causing deviations in the spatial positions relative to the corre-
sponding aromatic ring dimer to be negligible. The olefinic

analogue is placed such that the ring center corresponds to the
center of the aromatic ring, relative to the probe hydrogen, and
the coordinates of the carbon/nitrogen atoms are matched as
closely as possible. This approach ensures thatΔσConformation and
ΔσLocal are largely retained, while ΔσRC is removed. Using this
substitution scheme, the absolute shielding of the hydrogen atom
in the reference system can be written as

σRef
H ¼ ΔσConformation þΔσLocal ð3Þ

which enables us to estimate the ring current contribution to the
chemical shift due to the aromatic ring as

ΔδRC ¼ �ΔσRC � σRef
H � σDimer

H ð4Þ
The aromatic rings studied here are equivalent to the rings

found in the aromatic protein side chains. See Table 1 for an
overview of the used molecules. Sketches are shown in the
Supporting Information as well.
2.2. Construction of Test Systems. Dimers consisting of an

amide probe and an aromatic ring were generated from a data set
of 21 protein structures obtained from the RCSB Protein Data
Bank (PDB),20 in order to to ensure that only realistic con-
formations were used in the QM calculations.
The structures used were (listed by PDB code): 1F94, 1GK1,

1IGD, 1JYQ, 1JYR, 1JYU, 1Q3E, 1QJP, 1VJC, 1XA5, 1ZJK,
2ACO, 2B6C, 2D57, 2DRJ, 2ETL, 2F47, 2FZG, 2GOL, 2I4D,
and 2I4V. Since the used structures were experimental X-ray
structures, no hydrogen atoms were present in the structures, and
PDB2PQR 1.521,22 was used to protonate the structures in order
to obtain hydrogen atom positions. From all of these protein
structures, we selected systems where the center of an aromatic
ring was within a cutoff distance of 7 Å from an amide proton.
This resulted in a total of 932 different dimer conformations (see
Table 1). For each of these conformations, a dimer was created
with a simpler aromatic ring in place of the aromatic side chain
with the ring centers at identical coordinates and in the same
plane. A directional vector was used to align the rotation of the
ring in the plane, in order to have closely matching coordinates
for the heavy atoms. For tyrosine, the center to oxygen vector
was used. For benzene, the center to Cγ to Cζ vector was used.

Figure 1. The molecules used as probes for the ring current effects on
amide protons: trans-N-methylacetamid (NMA) (a) and formamide
(FMA) (b). The probe nucleus for which the shielding constants are
calculated are the amide proton of NMA and the amide proton trans to
the CdO bond in FMA, here marked in green color.

Figure 2. Two example geometries demonstrating the two different
dimers used in the calculation scheme to isolate the ring current effect for
one amide-ring conformation. The shown geometries correspond to the
amide proton of ILE64 and the side chain of HIS69 in the HIV-1
protease, PDB-code 2I4V. In part a, the chemical shift of the probe
nucleus is determined by the conformation of the NMA molecule,
electrostatic and spin�spin repulsion interactions to the positively
charged imidazolium molecule, and, by comparison, a small ring current
interaction. In part b, the aromaticity of the imidazolium is broken, but
the spatial distribution of charge as well as the internal conformation of
NMA is approximately identical to those found in part a.
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For histidine (both in the charged and neutral state), the center
to Cε1 vector was used. The same histidine�amide group pairs
were used to generate the dimers for both charged and neutral
histidine conformations. The Nε2 nitrogen atom was in all cases
of neutral histidine assumed to be the deprotonated nitrogen.
A given backbone amide group within the 7 Å range from the

aromatic ring was substituted by an NMA or an FMA molecule,
with the nitrogen atoms at identical coordinates. Furthermore,
the N�H vector and the C(dO)�N�H plane were also
aligned. See Table 1 for the number of dimers for each ring type.
If the aromatic ring corresponded to the ring of the side chain

of the previous residue, with respect to the investigated amide
group, the dimer construction scheme occasionally caused a clash
between the extra hydrogens, where the Cβ atom was previously
located. Other conformations also gave rise to unphysical con-
formations, due to clashes between the inflexible subunits of the
constructed dimers. To avoid computational artifacts from these,
all dimers with a shortest intermolecular distance of 3.4 Å or less
were discarded, since 3.4 Å is twice the van derWaal radius of the
largest atom (carbon) in the system.23 NMR shielding constants
were then calculated for the dimer systems.
2.3. Basis Set Extrapolations and Correlation Effects. In

this work, density functional theory (DFT; and the very popular
B3LYP functional24,25) is used to obtain NMR shielding con-
stants. Due to the partly semiempirical nature of the approxi-
mated exchange-correlation functionals used, B3LYP data
cannot in general be expected to show convergence toward
experimental shielding values or values obtained at very accurate
levels of theory when increasing the basis set size.26 It is, however,
often the case that a small error can be obtained in calculated
DFT chemical shielding constants, compared to high-level
correlated wave function methods, if a simple linear correction
or scaling factor is applied to the DFT data.27 In this work, a
comparison of B3LYP to high-level correlated methods is used to
obtain such a linear scaling factor.
Unfortunately, CCSD(T) calculations with an appropriate

basis set are still not possible for the FMA/benzene dimer, which
has 70 electrons. Instead, we benchmark the shielding constants
for FMA alone at the B3LYP, MP2, CCSD, and CCSD(T) levels
of theory, in order to allow us to estimate error bounds to
shielding constants obtained at levels of theory less accurate than
CCSD(T).
For complete basis set limit (CBS) estimates, we use the

approach of Moon and Case26 and Kupka et al.27,28 By using
Dunning’s correlation consistent basis sets29 (cc-pVxZ; where x
∈ {D, T,Q, 5, 6, ...} is the valence orbital splitting in the basis set),
it is possible to carry out calculations using a sequence of basis
sets of well-defined, systematic increasing quality. Kupka et al.

extrapolate calculated NMR shielding values toward infinite basis
set size with a three parameter exponential decreasing function:

σðxÞ ¼ σð¥Þ þ A expð � x=BÞ ð5Þ

where σ(x) is the shielding obtained using a basis set with the
valence orbital splitting number of x and σ(¥), A and B are the
fitting parameters, with σ(¥) being the estimated shielding in the
complete basis limit. A nonlinear least-squares Marquardt�
Levenberg algorithm30,31 is used to fit the parameters.
Jensen has constructed a set of basis sets for the purpose of

Hartree�Fock (HF) and DFT NMR shielding calculations,
called the polarization consistent pcS-n basis sets.32 For basis
sets of similar valence orbital splitting, the pcS-n basis sets
contain more basis functions of low angular momentum, com-
pared to the Dunning-type basis sets. pcS-1 is a double-ζ quality
basis set, pcS-2 is triple-ζ, and so forth. When estimating the
complete basis limit based on the pcS-n basis sets, a value of
x = n þ 1 is thus used in eq 5.
Last, we compare the proton chemical shift of the amide

proton trans to the CdO bond in FMA at the CCSD(T)/CBS
level of theory to the experimental value, in order to verify that
CCSD(T)/CBS is, in fact, a reliable method. Inferring the
experimental gas-phase 1H shielding values from CH4 (σH =
30.61 ppm33), an experimental value of σH = 26.24 ppm in the
gas phase34 at 483 K is obtained. At this temperature, thermal
motion cause rapid switching of the two N-amide protons and
the peaks are not separable, so this value has to be considered as
an average over the two proton chemical shifts.34

It is well-known35�38 that a zero-point vibrational correction
(ZPVC) has to be added to equilibrium geometry ab initio
shielding constants in order to obtain close agreement to
experimental data. This vibrational averaging correction can
easily be calculated using the method of Kern and Matcha.39

While we had preferred to carry out a ZPVC calculation at the
same level of theory as the geometry optimization of the
molecules used throughout this work, no program is currently
capable of automatically computing a ZPVC at the DFT level of
theory with Gaussian-type basis sets. In the following, the
ZPVC is calculated at the MP2/cc-pVQZ level of theory
instead.
2.4. Software. All geometries were minimized at the B3LYP/

aug-cc-pVTZ level of theory using Gaussian 03,40 except when
otherwise noted. All DFT calculations ofNMR shielding constants
were carried out using Gaussian 03. MP2/6-311þþG(d,p) NMR
calculations were also carried out in Gaussian 03, while the
calculation of MP2 shielding constants using Dunning’s correla-
tion consistent basis sets29 and the polarization consistent pcS-n
and aug-pcS-n basis sets of Jensen32 were carried out with
Turbomole 6.2.41 All calculations at the CCSD and CCSD(T)
levels of theory were carried out using CFOUR 1.0.42 All NMR
shielding constants are calculated using the Gauge-Including
Atomic Orbital formulation.43�45 For the calculations of the
ZVPC to the FMA chemical shifts, the equilibrium geometry of
a planar FMA molecule was obtained at the MP2/cc-pVQZ level
of theory with CFOUR 1.0, exploiting the CS symmetry of the
molecule. From this equilibrium geometry, the ZVPC to the
NMR isotropic shielding was subsequently calculated at theMP2/
cc-pVQZ level of theory using the method of Kern and Matcha39

as implemented in CFOUR 1.0.

Table 1. List of the Side Chain Approximations Used in This
Work and Their Olefinic Analoguesa

side chain analogue olefinc analogue # dimers

phenylalanine benzene 1,4-cyclohexadiene 276

tyrosine phenol cyclohexa-1,4-diene-1-ol 172

tryptophan indole 2,3,5,6-tetrahydroindole 113

histidine imidazole 4,5-dihydroimidazole 185

histidineþ imidazolium 4,5-dihydroimidazolium 174
aThe residue type is listed along with the aromatic and olefinic
analogues, as well as the total number of different NMA/ring dimer
conformations in each data set.
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3. RESULTS

3.1. Correlation and Basis Set Effects on the Chemical
Shift of the (N�)H Proton in Formamide. It is currently not
feasible to perform a complete basis set study at the CCSD(T)
level for ΔδRC of a FMA/benzene dimer. Instead, we perform
such a study of the chemical shielding of the cis-N-proton in FMA
and use the results to benchmark more approximate methods
that can be applied to FMA/benzene dimers (as described in the
next subsection).
Table 2 lists CCSD(T) chemical shielding values computed

using a B3LYP/aug-cc-pVTZ optimized geometry of FMA and
two different, systematic series of basis sets (cc-pVxZ and pcS-n).
Each set of calculations is used to extrapolate shielding constants
to the complete basis set limit (as described in the previous
section) and lead to very similar results: 26.64 and 26.67 ppm for
cc-pVxZ and pcS-n, respectively. In the following, we will refer to
26.64 ppm as CCSD(T)/CBS, since this value is extrapolated
using the largest basis set (cc-pV5Z) and since the Dunning-type
basis sets are constructed for the purpose of correlated wave
function calculations, whereas the pcS-n basis sets are con-
structed specifically for shielding constant calculations at the
HF and DFT levels of theory.
The CCSD(T)/CBS value is 0.40 ppm higher than the

experimental gas phase value obtained at 483 K of 26.24 ppm.
However, this experimental value includes vibrational effects and
is an average of the chemical shieldings of both amide protons.
The effect of vibrations at 0 K (i.e., the zero-point vibrational
correction) can be estimated relatively easily, as described in the
previous section. At the MP2/cc-pVQZ level of theory, the
ZPVC is �0.26 ppm, which, when used to correct the CCSD-
(T)/CBS value, results in a chemical shielding of 26.38 ppm—
within 0.14 ppm of experiment. The ZPVC correction is
unlikely to contribute significantly to ΔδRC, because it is a
shielding difference between two molecular systems with very

similar vibrational normal modes of FMA. Thus, we in the
following focus on the electronic contribution to the chemical
shielding alone.
The CBS values computed using CCSD,MP2, and B3LYP are

all within 0.14 ppm of the CCSD(T)/CBS value, suggesting that
the amide proton chemical shielding is relatively insensitive to
electronic correlation effects in the limit of large basis sets.
However, it is quite basis-set-dependent as at least the cc-pV5Z
or the pcS-3 basis set is needed to get within 0.2 ppm of the
CCSD(T)/CBS, with the exception of MP2/cc-pVQZ, which
deviates by 0.16 ppm. We therefore choose MP2/cc-pVQZ for
theΔδRC calculations using the FMA/benzene dimers described
in the next subsection. Since ΔδRC is a relative shielding value
between two very similar systems, we expect that the MP2/
cc-pVQZ results are well within 0.1 ppm of what would be
computed with CCSD(T)/CBS and measured experimentally. A
factor not investigated here was the dependence on the used
geometry, which is known to cause deviations in calculated 1H
shielding constants on the order of (0.1 ppm—see for instance
Rablen et al.46

3.2. Scaling B3LYP Results to Those Obtained with Corre-
lated Wave Function Methods. In this section, high-level
correlated wave function methods are used to obtain a linear
scaling correction to the chemical shift contribution due to ring
current effects, obtained at the B3LYP/6-311þþG(d,p)//
B3LYP/aug-cc-pVTZ level of theory.
Four dimer systems were selected from the large data set of

NMA/benzene dimers (see Figure 3), in such a way that the ring
current contributions (ΔδRC) in the four dimer conformations
cover a range from �0.72 ppm to þ0.15 ppm, at the B3LYP/
6-311þþG(d,p) level of theory, in even sized steps. In these
dimers, the NMA molecule was replaced with the much smaller
FMA molecule, and the isotropic shielding was calculated using
various methods and basis sets. Here, the chemical shift is
modeled by

ΔδðuncorrectedÞRC � σProbe
H � σDimer

H ð6Þ
where σH

Probe is the shielding of the probe nucleus in the probe
molecule alone and σH

Dimer is the shielding of the probe nucleus in
the probe molecule in the dimer. Note that an NMR calculation
for a reference dimer is not carried out, and the linear scaling
factor is unaffected, whether a reference calculation is carried out,
since this calculation would also have to be scaled by the same
factor. The results are collected in Table 3. We observe the
following:
1. Regardless of the basis set or method, the obtainedΔδRC’s

have a linear correlation to B3LYP/6-311þþG(d,p) data
of 0.992 or better (see the Supporting Information). It is
thus demonstrated that applying a linear correction based

Table 2. Absolute Isotropic Chemical Shielding of the cis-N-
amide Proton in Gas-Phase FMA at the B3LYP, MP2, CCSD,
and CCSD(T) Levels of Theory Using Dunning’s Correlation
Consistent Basis Sets and the Polarization Consistent
Shielding Basis Sets of Jensena

method

basis set size CCSD(T) CCSD MP2 B3LYP

cc-pVDZ 57 28.06 28.09 27.90 27.67

cc-pVTZ 132 27.29 27.35 27.16 27.17

cc-pVQZ 255 26.92 27.00 26.80 26.94

cc-pV5Z 438 26.78 26.86 26.65 26.83

σcc-pVxZ(¥) 26.64 26.73 26.50 26.73

pcS-0 44 29.32 29.36 29.31 28.88

pcS-1 66 27.55 27.58 27.40 27.29

pcS-2 141 27.02 27.09 26.89 26.91

pcS-3 321 26.75 26.83 26.62 26.77

σpcS-n(¥) 26.67 26.78 26.57 26.75

σexptl(gas) 26.24
aAll values are given as ppm. The experimental value is obtained at 483
K.34 σ(¥) is obtained using eq 5 and fitted over all values in the
corresponding series of basis sets. The size indicates the number of basis
functions in the system at the given basis set size. All shielding constants
are given in ppm.

Figure 3. Pictures of the four FMA/benzene dimers used in this study.
The resulting ΔδRC calculated at various levels of theory for each
conformation can be found in Table 3, where ΔδRC

1 corresponds to
conformation a, ΔδRC

2 to conformation b, and so forth.
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on correlated methods is a very good approximation. No
constant offset (intercept) greater that 0.01 ppmwas found,
so the relationship between data obtained at the B3LYP
level of theory and data obtained using a correlated wave
function method is effectively a simple scaling factor. Thus,
the fit was carried out as

ΔδOtherRC ¼ kscalingΔδ
B3LYP
RC ð7Þ

where ΔδRC
B3LYP is the ΔδRC obtained at the B3LYP/6-

311þþG(d,p) level of theory, ΔδRC
Other is the ΔδRC ob-

tained using another method and/or basis set, and kscaling is
the fitted scaling constant. Here, the ΔδRC values are
obtained via eq 6.

2. All ΔδRC values are within 0.1 ppm of one another,
including B3LYP/6-311þþG(d,p), which is used for the
932 dimer calculations. This supports our previous asser-
tion that it is easier to computeΔδRC accurately compared
to the computation of absolute shielding constants. There-
fore, theΔδRC values listed in Table 3 are very likely within
0.1 ppm of what would be computed with CCST(T)/CBS
and measured experimentally.

3. As a result, all scaling factors are within 10% and will all
yield very similar results. However, on the basis of the
results in Table 2, we pick the scaling factor computed at
the MP2/cc-pVQZ level, where kscaling = 1.074.

4. The difference between ring current effects acting on either
an FMA or an NMA probe was found at the B3LYP/
6-311þþG(d,p) level of theory to be a factor of 1.004 (see
Table 3). This suggests that results obtained using FMA as
a probe are, to a very good approximation, transferable to
systems where NMA is used as a probe.

3.3. Expressions for the B Factors. In the point-dipolemodel,
the definition of iBenzene� 1 is used, and the B factor in the point-
dipole model (BPD) is obtained via a fit using the chemical shifts
obtained for all NMA/benzene dimers to their corresponding
G values in the point-dipole model (GPD(rB,θ), see Supporting
Information), using the following formula:

ΔδRC ¼ BPDGPDð rB, θÞ ð8Þ

where ΔδQM is the scaled QM calculated chemical shifts of the
amide protons using eq 4 and GPD(rB,θ) is the geometric term of
the NMA/benzene dimers in the point-dipole model. This gives
a value of BPD = 30.42( 0.16 ppm Å3. The linear correlation of
this fit is r = 0.993. See Figure 4 for a scatter plot of the fitted
data set.
In the literature, the trend has been to use formally derived B

factors in the Johnson�Bovey model (BJB) and scale the relative
intensities accordingly.18 Following this, the analytical values of
BJB are used in the Johnson�Bovey model in this work. These
evaluate to �3.79 ppm and �3.25 ppm for five- and six-
membered rings, respectively. To facilitate an easy comparison
of the ring current intensities to those found by Case,18 a B factor
in the Haigh�Mallion model of BHM = 5.455 ppm Å is adopted.
3.4. Fitting the Relative i Factors. Using the B factor

obtained in the previous subsection, the relative ring current
intensities of all ring types in the three ring current models are
obtained as the best fit of iwhen fitting the right-hand side of eq 4
to the right-hand side of eq 1.
The relative intensities of the two rings in tryptophan were

trivially fitted using a two parameter fitting routine, although the
contributions from the five- and six-membered rings were some-
what correlated. The fitted relative ring current intensities can be
found in Table 4, which also features a comparison to the i factors
found in other studies. A comparison is made to the values used
in the SHIFTX and SHIFTS programs and to the values obtained
for methane hydrogen by Case18 as used in SPARTA. The linear
correlation between the B3LYP/6-311þþG(d,p) ring current
contributions and the predictions of the three approximations

Table 3. Shielding Constant of the FMA Probe Proton in a
Vacuum for Each Method and Basis Set Used in This Section,
As Well As the Chemical Shift Ring Current Interaction
(ΔδRC

n ) for Each of the Four Different Conformations Useda

method σFMA ΔδRC
1 ΔδRC

2 ΔδRC
3 ΔδRC

4 scaling

B3LYP/6-311þþG(d,p) 27.64 �0.72 �0.43 �0.21 0.15

MP2/6-311þþG(d,p) 27.70 �0.76 �0.45 �0.22 0.15 1.052

CCSD/6-311þþG(d,p) 27.90 �0.75 �0.44 �0.22 0.15 1.033

CCSD(T)/6-311þ
þG(d,p)

27.85 �0.73 �0.43 �0.21 0.15 1.012

MP2/cc-pVDZ 27.90 �0.74 �0.43 �0.22 0.17 1.033

MP2/cc-pVTZ 27.16 �0.77 �0.46 �0.23 0.17 1.076

MP2/cc-pVQZ 26.80 �0.81 �0.45 �0.22 0.13 1.074

B3LYP/pcS-0 28.88 �0.75 �0.42 �0.21 0.16 1.042

B3LYP/pcS-1 27.29 �0.76 �0.44 �0.22 0.16 1.056

B3LYP/pcS-2 26.91 �0.80 �0.47 �0.24 0.14 1.087

B3LYP/pcS-3 26.77 �0.80 �0.47 �0.24 0.16 1.097

B3LYP/pcS-4 26.76 �0.80 �0.47 �0.25 0.16 1.095

CCSD(T)/CBS 26.64

B3LYP/6-311þ
þG(d,p) (NMA)

�0.74 �0.43 �0.22 0.14 1.004

a Furthermore, the resulting scaling factor relative to data obtained at the
B3LYP/6-311þþG(d,p) level of theory is noted. The B3LYP/
6-311þþG(d,p) shieldings for the identical conformation with NMA
as a probe are given in the bottom row. All shielding constants andΔδRC
values are given in ppm.

Figure 4. Correlation between the chemical shift predictions of the point-
dipole model and the chemical shifts obtained by eq 4 for a set of NMA/
benzene dimers using a best fit value of BPD = 30.42 ( 0.16 ppm Å3.
The blue line represents the best fit between the two methods. The
linear correlation of the data set is 0.993.
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were found to be r = 0.980 or better (see Supporting In-
formation), so using linear fits to determine the i factors is
evidently a very good approximation. For the data sets for each
ring type, chemical shift predictions of different sets of i factors
are compared to our QM data. We present the root-mean-square
deviation (RMSD) and the maximum absolute deviation (MAD)
of the data set. The RMSDs to our QM values are seemingly very
small for all sets of intensity parameters. However, this is mostly
due to the magnitude of the ring current effect in the dimers used
in the data set being on average very small, and RMSD is thus not
a very good measure in this case. Our intensities, however, do
have the lowest maximum RMSD of up to just 0.03 ppm, while
the competing methods have RMSDs of up to 0.08 ppm
(SHIFTX), 0.07 ppm (SHIFTS), 0.07 ppm (Case, Haigh�
Mallion), and 0.04 ppm (Case, Johnson�Bovey) for a residue type.
Amuchbettermetric thanRMSDis in this case themaximumaverage
deviation (MAD) to QM values, which loosely corresponds to the
largest error one can expect from using a certain set of intensities.
In this metric, our method has a MAD of 0.05�0.10 ppm or
better, while the corresponding numbers for the competing
methodsare0.09�0.29ppm(SHIFTX),0.08�0.17ppm(SHIFTS),
0.09�0.29 ppm (Case, Haigh�Mallion), and 0.09�0.14 ppm
(Case, Johnson�Bovey), for all residue types.
We note that the SHIFTX and SHIFTS predictions are, on

average, slightly lower than our prediction and those of Case.
One possible explanation is that the SHIFTX and SHIFTS
predictions are based on empirical parameters fitted to chemical
shifts measured for solution phase structures. These structures
may exhibit larger conformational fluctuations, leading to a net
larger average distance between the ring and the amide proton
compared to the X-ray structure as well as fluctuations in the
direction of the magnetic dipole arising from the aromatic side
chains and, therefore, a smaller ring current effect.

4. SUMMARY

Wehave presented sets of ring current intensity parameters for
chemical shift predictions with the point-dipole, Haigh�Mallion,
and Johnson�Bovey models. The maximum errors arising from
use of the presented parameters are judged to be within(0.1 ppm
fromwhat would have been computed at the CCSD(T)/CBS for
a set of 932 test cases. Further improvements in computational

methodology are thus not expected to yield any significant
qualitative or quantitative improvement in chemical shift predic-
tion in proteins. Preliminary calculations at the B3LYP/6-
311þþG(d,p) level using methane as a probe and intermole-
cular geometries corresponding to those in Table 3 suggest that
the current parameters can be used to predict ring current effects
on CH protons to within 0.2 ppm.

The presented parameters are rigorously based on the under-
lying physical properties of aromatic molecules. Parameters
based on empirical models were found to perform worse on
our amide proton test set. Our report of the superiority of a
physics-based method over empirical methods is backed up by
the fact that the parameters obtained by Case18 through QM
methods have the same disagreements with the empirical meth-
ods as our parameters, despite the fact that the computational
methodology used by Case was somewhat different than ours.

Finally, we have made a detailed numerical comparison
between the point-dipole, Haigh�Mallion, and Johnson�Bovey
models. The chemical shift predictions of the three models were
nearly identical, and no outliers compared to our quantum
mechanical calculations were found in any of the three models.
Apart from reported problems with predictions of ring current
effects in macrocyclic rings, such as those found in porphyrins,48

which should be a nonissue for most uses in protein chemical
shift predictions, the three methods should yield results of
identical accuracy. Hence, we suggest that the point-dipole
model should be used in future chemical shift prediction soft-
ware, since (1) it both is computationally faster than competing
models, since it does not require any integral evaluation as
opposed to the Johnson�Bovey model, and contains significantly
fewer geometric terms than the Haigh�Mallion model and (2) it
is much easier to implement than the competing models.

’ASSOCIATED CONTENT

bS Supporting Information. Thorough descriptions of the
point-dipole, Haigh�Mallion, and Johnson�Bovey models and
our implementations are described. The material also includes
sketches of the used molecules, linear correlation values and
scatter plots of the fits used to obtain the intensity values of
Table 4, and an additional investigation of the equilibrium
geometry dependence of FMA NMR shielding calculations.

Table 4. Relative Ring Current Intensity Factors of the Different Side Chains, As Found in This Study, Compared to the Value of
Other Studiesa

model point-dipole Haigh�Mallion Johnson�Bovey

reference This Work SHIFTX6 SHIFTS47 Case18 SPARTA9 This Work Case18 This Work

PHE 1.00 (0.02, 0.07) 1.05 (0.05, 0.18) 1.00 (0.05, 0.17) 1.46 (0.07, 0.17) 1.18 (0.03, 0.06) 1.27 (0.03, 0.14) 1.13 (0.02, 0.06)

TYR 0.81 (0.02, 0.10) 0.92 (0.02, 0.09) 0.84 (0.02, 0.08) 1.24 (0.06, 0.22) 0.93 (0.02, 0.09) 1.10 (0.04, 0.10) 0.91 (0.02, 0.07)

HISþ 0.69 (0.02, 0.05) 0.43 (0.08, 0.29) 0.90 (0.06, 0.12) 1.35 (0.05, 0.07) 1.26 (0.03, 0.05) 1.40 (0.03, 0.08) 1.27 (0.03, 0.05)

HIS 0.68 (0.03, 0.06) 0.43 (0.08, 0.28) 0.90 (0.07, 0.11) 1.35 (0.06, 0.08) 1.22 (0.03, 0.07) 1.40 (0.04, 0.09) 1.25 (0.03, 0.06)

TRP5 0.57 (0.03, 0.08) 0.90 (0.03, 0.11) 1.04 (0.03, 0.08) 1.32 (0.04, 0.15) 0.97 (0.02, 0.10) 1.02 (0.02, 0.10) 1.06 (0.02, 0.09)

TRP6 1.02 1.04 1.02 1.24 1.18 1.27 1.18

B-factor 30.42 ppmÅ3 5.13 ppmÅ 5.455 ppmÅ 5.455 ppmÅ 5.455 ppmÅ �3.25 ppmb �3.25 ppmb

�3.79 ppmb �3.79 ppmb

aThe RMSD associated with using the given intensity factor and B value is given as the first entry in the parentheses, and MAD as the second entry, for
each intensity factor. The RMSD and MAD are calculated over all dimer systems used in the fits to obtain intensity factors. The RMSD given for
tryptophan is the RMSD for a sum of both rings with the given intensities. b In the Johnson�Boveymodel, values of�3.25 ppm and�3.79 ppm are used
for six- and five-membered rings, respectively.
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Excited-State Wave Functions for a State-Specific Hamiltonian:
Application to the Optical Spectrum of the Aqueous Electron
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ABSTRACT: We recently introduced a mixed quantum/classical model for the hydrated electron that includes electron/water
polarization in a self-consistent fashion, using a polarizable force field for the water molecules [ J. Chem. Phys. 2010, 133, 154506].
Calculation of the electronic absorption spectrum for this model is not straightforward, owing to the state-specific nature of the
Hamiltonian, the high density of electronic states, and the large solvent polarization response upon electronic excitation. Together,
these properties make it difficult or impossible to converge the polarizable solvent dipoles self-consistently for each excited-state
wave function. Here, we overcome this problem by means of an extended Lagrangian procedure for performing constrained
annealing in the space of electronic variables. By construction, this algorithm affords self-consistent, mutually orthogonal solutions
for any state-specific Hamiltonian, and we illustrate this approach by computing the optical spectrum of our polarizable model for
the aqueous electron. The spectrum thus obtained affords better agreement with experiment than previous, perturbative calculations
of solvent dipole relaxation. Strengths, weaknesses, and possible generalizations of this procedure are discussed.

I. INTRODUCTION

First observed directly in 1962,1 the aqueous (or hydrated)
electron, e�(aq), has since that time been the subject of
numerous experimental and theoretical investigations.2,3 Despite
numerous atomistic simulations of this species over the past 25
years,3 it was not until quite recently that the Lorentzian decay on
the high-energy side of the optical absorption spectrum was
reproduced even qualitatively.4,5

Due to the highly quantum mechanical nature of the solute
(an electron), the dynamics and the bulk structure of e�(aq)
have mostly been studied using one-electron pseudopotential
methods,3,6�9 in other words, hybrid quantum mechanics/
molecular mechanics (QM/MM) procedures with an one-elec-
tron QM region. The ostensible simplicity of such models (only
one QM electron), combined with the importance of e�(aq) in
the radiation chemistry of aqueous systems,2,10,11 means that
these one-electron pseudopotential models have historically
been used to test a variety of mixed quantum/classical simulation
techniques.

We have recently developed a new one-electron pseudopo-
tential model that incorporates self-consistent polarization be-
tween the solvent (water) and the single “excess” electron.5

Results from this model compare favorably to ab initio calcula-
tions in (H2O)n

�clusters, and various properties of the bulk
species, e�(aq), are also reproduced reasonably well.5 Ourmodel
utilizes the AMOEBAwater potential,12 which treats polarization
by means of inducible point dipoles located on each MM atom.
In our hydrated electron model,5,13 the electric field generated by
the QM wave function contributes to the total electric field that
polarizes these dipoles.

Because the induced dipoles represent electronic degrees of
freedom, they should respond (polarize) on the time scale of
electronic excitation. As such, it seems physically reasonable that
the calculation of excited states in our polarizable model should

require a self-consistent calculation in which the solvent dipoles
are converged with respect to each excited-state wave function.
Because the QMHamiltonian depends on the inducible dipoles,
the realization of such a procedure effectively renders the
Hamiltonian state specific, i.e., the nature of the Hamiltonian
depends upon the particular electronic state that one is attempt-
ing to calculate.

In previous work,5 we encountered difficulties in obtaining
self-consistent, excited-state solutions to this effective Hamilto-
nian, owing to the fact that the energy gaps between states are
small (∼0.1 eV), while the electronic relaxation energy of the
solvent is large (e.g., 1.4 eV for vertical electron detachment in
the bulk limit).5 This leads to frequent state switching during the
wave function/dipole optimization. Even if we were able to
converge the excited-state wave functions self-consistently with
the induced dipoles, the wave functions thus obtained would not
be mutually orthogonal, owing to the state-specific nature of the
effective Hamiltonian. In view of these difficulties, we have
previously resorted to the use of a perturbative correction for
the solvent’s polarization response upon excitation of the wave
function.4,5 While this approach allowed us to make progress in
understanding the role of solvent polarization, it suffers from a
lack of mutual orthogonality among the excited-state wave
functions, owing to the state-specific nature of the perturbation.
As such, one might reasonably be concerned about possible
artifacts in the predicted oscillator strengths.

Here, we report a simulated annealing procedure in the space
of electronic variables (wave function amplitudes and induced
dipoles) by means of which the classical dipoles are converged
self-consistently with respect to each wave function. In addition,
our algorithm employs Lagrange multipliers to ensure that all of

Received: April 16, 2011
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the wave functions are orthonormal, despite the state-specific
nature of the Hamiltonian. As a numerical demonstration of this
procedure, we calculate the electronic absorption spectrum of the
aqueous electron, using our polarizable one-electron model. The
orthogonality issue is general to QM/MMmethods that employ
polarizable force fields, and therefore these ideas may be more
broadly applicable. (However, the large polarization energies that
we encounter may be unique to charged systems.)

Orthogonality is also an issue in certain self-consistent field
(SCF) methods. For example, Gill and co-workers14,15 have
recently introduced a maximum overlap method (MOM) that
attempts to find excited-state solutions to the SCF equations by
choosing the occupied orbitals at each SCF iteration, not in the
usual aufbau way but rather by selecting those molecular orbitals
that have the largest overlap with a set of user-specified guess
orbitals. This situation is similar to the problem outlined above in
that the effective Hamiltonian (Fock matrix) is state specific, and
the excited-state solutions are not mutually orthogonal. More-
over, there is a direct correspondence between our polarizable
QM/MM method and the SCF method. In the QM/MM
procedure, we use the one-electron density, |ψ|2, to compute
induced dipoles, then use these dipoles to construct an effective
Hamiltonian and finally diagonalize this Hamiltonian to obtain a
new density. This process is iterated to self-consistency. In the
SCF method, one uses the density to compute a new Fock
matrix. We believe that our algorithm can be modified for use
in the SCF procedure, in a manner that is conceptually (if not
computationally) straightforward, and we hope to report on
this in the future.

This paper is organized as follows: Section II provides a brief
overview of our one-electron pseudopotential model for e�(aq)
and introduces the electronic annealing method. Details of the
calculations are given in Section III. In Section IV, we present
results for the optical absorption spectrum of e�(aq) and draw a
comparison with results obtained previously, using a perturbative
treatment of the solvent’s polarization response. We discuss
certain formal aspects of the method, and some possible general-
izations, in Section V. Section VI provides a summary.

II. THEORY

A. Polarizable QM/MM Model. We will not discuss our
hydrated electron model in detail but will only highlight those
aspects that are important to understand the annealing proce-
dure. As in many polarizable QM/MM models, the total
Hamiltonian in our model is a function of both the coordinates
of theMM atoms, {RBi}, as well as the inducedMMdipoles, {μBi}.
The one-electron Hamiltonian can be written

Ĥðfμ~ig, f RBigÞ

¼ T̂ + Velec�waterðfμ~ig, f RBigÞ + VMMðfμ~ig, f RBigÞ ð1Þ

Here, T̂ is the one-electron kinetic energy operator, Velec�water is
the electron�water pseudopotential, and VMM is the molecular
mechanics (MM) potential energy function for the polarizable
water molecules. In our model, VMM is the AMOEBAwater force
field.12 The pseudopotential, Velec�water, contains electrostatic
interactions between the electron and both the permanent and
the induced multipole moments of the water molecules. In
addition, it contains a repulsive potential that keeps the electron
from collapsing into the core molecular region.

The induced dipoles are obtained by solution of the equation:5,13

μ~i ¼ Rið FB
MM

i + FB
QM

i Þ ð2Þ
in which Ri is an (isotropic) polarizability for site i, FBi

MM is the
electric field produced by the MM subsystem at site i, and FBi

QM is
the electric field due to the wave function, also evaluated at site
i. It can be shown that the induced dipoles defined by eq 2
minimize the total energy with respect to variations in μBi.

13,16

The one-electron wave function is determined by the solution of
the Schr€odinger equation:

Ĥðfμ~ig, f RBigÞjψæ ¼ Ejψæ ð3Þ
In practice, |ψæ is replaced by c, a vector of amplitudes on a real-
space grid. In order to obtain self-consistent polarization, we
iterate eqs 2 and 3 to self-consistency. This procedure works well
for the ground state but is difficult to converge for more than one
or two excited states.
As a result of this difficulty we have, in previous work,

computed approximate excited states by means of a simple
perturbative scheme.4,5 To define the perturbation, we first
calculate the ground-state wave function |ψ0æ and some number
of excited state wave functions, |ψnæ, using dipoles {μBi

(0)} that
are converged with respect to |ψ0æ. For each excited state, we
then obtain new dipoles, {μBi

(n)}, that are converged with respect
to |ψnæ, without relaxing |ψnæ. The quantity

Ŵn ¼ Ĥðfμ~ðnÞ
i g, f RBigÞ � Ĥðfμ~ð0Þ

i g, f RBigÞ ð4Þ
serves as the perturbation.4,5

The perturbatively corrected wave functions thus obtained are
not orthogonal, because the perturbation is state specific. How-
ever, they do turn out to be approximately orthogonal, with
typical overlaps on the order of∼0.1. Similar overlaps have been
reported in MOM-SCF calculations, yet oscillator strengths in
these calculations are in reasonable agreement with bench-
mark results.14 As such, we believe that the e�(aq) spectra
computed using the perturbative approach are at least quali-
tatively correct.
B. Electronic Annealing Procedure. We next describe our

new algorithm to determine orthogonal excited states for state-
specific effective Hamiltonians. The idea is not entirely new and
is inspired by the Car�Parrinello molecular dynamics (CPMD)
method,17,18 wherein the electronic degrees of freedom are
propagated dynamically as classical variables. The CPMD ap-
proach can also be used to obtain ground-state, single-determi-
nant wave functions by clamping the nuclei in place and
“annealing” a guessed wave function.17,19 This amounts to a
systematic removal of the fictitious kinetic energy associated with
the electronic degrees of freedom. So far as we are aware,
however, this technique has not been applied to the annealing
of excited states. The main difference here, apart from the
obvious difference of having only oneQM electron in the present
implementation, is that we constrain the wave function of interest
to be orthogonal to each previously determined wave function.
Doing this allows one to “march up” the manifold of excited
states. Each excited state will then be defined as the lowest energy
state that is orthogonal to all previously determined states. In a
sense, this is a natural generalization of the linear variation
method in elementary quantum mechanics.
Let c0 denote the vector of wave function amplitudes that we

are interested in optimizing, and let {ci}i = 1
N denote a set of
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previously determined states. Note that c0 need not (and
probably does not) represent the ground state, but the notation
for the equations of motion will be simpler if we adopt a common
index for all of the vectors. Only c0 is propagated in time, whereas
c1, ..., cN are fixed. We also find it convenient to define a dot
product

ci 3 cj ¼ Æψijψjæ ¼ ∑
Ngrid

μ¼ 1
ci, μcj, μΔτ ð5Þ

where the sum runs over grid points and Δτ is the volume
element defined by the cubic grid.
We insist that the new state, c0, be orthogonal to the pre-

viously determined states c1, ..., cN. Our method employs a
Lagrangian

L ¼ 1
2
~mel _c0 3 _c0 +

1
2
λ0ðc0 3 c0 � 1Þ + ∑

N

i¼ 1
λiðci 3 c0Þ

� E½c0, fμ~ig, f RBig� ð6Þ

where the λi are the undetermined multipliers that enforce
orthonormality constraints. The parameter ~mel is a fictitious
electron mass, and E[c0,{μBi},{RBi}] is the energy functional. In
principle, one could also propagate the induced dipoles dynami-
cally. Because updating the Hamiltonian is far more expensive
than minimizing the energy with respect to the induced dipoles,
however, we choose to converge the dipoles each time c0 is
updated.
From the Lagrangian in eq 6, one obtains the following

equations of motion:

~mel€c0 ¼ � 2Hc0 + ∑
N

i¼ 0
λici ð7Þ

Here, and in what follows, we use H to denote the Hamiltonian
matrix, and for convenience we omit from our notation the
explicit dependence ofH on {μBi} and {RBI}. In deriving eq 7, we
have assumed that all quantities are real valued.
In the limit that the fictitious kinetic energy goes to zero,

minimizing L with respect to c0 is equivalent to solving the time-
independent Schr€odinger equation. Therefore, if we propagate
the electronic degrees of freedom according to eq 7 and system-
atically remove kinetic energy, we should eventually find a local
minimum where ∂L /∂c0 = 0, although this minimum certainly
need not be the global minimum. To remove kinetic energy, we
add a velocity-dependent friction term to the equations of
motion. Equation 7 is thereby modified, affording

~mel€c0 ¼ � 2Hc0 + ∑
N

i¼ 0
λici � γ~mel _c0 ð8Þ

The friction parameter, γ, has dimensions of reciprocal time.
This modified equation of motion is not conservative and does
not arise from any Hamiltonian.
We next develop our algorithm for propagating the equations

of motion in eq 8. For this we use a modified form of the velocity
Verlet (VV) algorithm20 and follow closely the work and the
notation of Tuckerman and Parrinello,21 who developed a VV-
type algorithm to integrate the CPMD equations of motion. In
the case of no damping (γ = 0), the appropriate VV equations for

our purpose are

c0ðt + δtÞ ¼ c0ðtÞ + δt _c0ðtÞ + ðδtÞ
2

2~mel
fðtÞ + ðδtÞ

2

2~mel
∑
N

i¼ 0
λRi ciðtÞ

ð9aÞ

_c0 t +
1
2
δt

� �
¼ _c0ðtÞ + δt

2~mel
fðtÞ + δt

2~mel
∑
N

i¼ 0
λRi ciðtÞ ð9bÞ

_c0ðt + δtÞ ¼ _c0 t +
1
2
δt

� �
+

δt
2~mel

fðt + δtÞ

+
δt
2~mel

∑
N

i¼ 0
λVi ciðt + δtÞ ð9cÞ

Here, δt is the time step, and f(t) =�2Hc0(t) is the force on c0 at
time t. Although we have written all of the vectors ci as functions
of time (in order to use a common index for c0 and ci, which
facilitates a compact notation), the vectors {ci}i = 1

N are fixed, and
only c0 is propagated forward in time. In other words

ci 6¼0ðtÞ ¼ ci 6¼0ðt + δtÞ ð10Þ
As in the RATTLE method,22 the undetermined multipliers in
eqs 9a�9c are allowed to have two different values, λi

R and λi
V,

representing coordinate and velocity constraints, respectively.
This is similar to the approach used to maintain orthonormality
constraints when integrating the CPMD equations of motion.21

Upon substituting f(t)f f(t)� γ ~mel_c0(t) in eqs 9a�9c, one
obtains equations for the case of finite damping. The correspond-
ing VV algorithm can be expressed in three steps. The first step
consists of both “coordinate” (~c0) and half-step “velocity” ( _~c0)
updates:

~c0ðt + δtÞ ¼ c0ðtÞ + δt 1� 1
2
γδt

� �
_c0ðtÞ + ðδtÞ

2

2~mel
fðtÞ ð11aÞ

_~c 0 t +
1
2
δt

� �
¼ 1� 1

2
γδt

� �
_c0ðtÞ + δt

2~mel
fðtÞ ð11bÞ

The second step consists of corrections:

c0ðt + δtÞ ¼ ~c0ðt + δtÞ + ∑
N

i¼ 0
XiciðtÞ ð12aÞ

_c0 t +
1
2
δt

� �
¼ _~c 0 t +

1
2
δt

� �
+ ∑

N

i¼ 0

Xi

δt
ciðtÞ ð12bÞ

where the intermediate quantities Xi are defined below. The final
step is an update and a correction:

_~c 0ðt + δtÞ ¼ 1 +
1
2
γδt

� ��1

_c0 t +
1
2
δt

� �
+

δt
2~mel

fðt + δtÞ
� �

ð13aÞ

_c0ðt + δtÞ ¼ _~c 0ðt + δtÞ + ∑
N

i¼ 0
Yiciðt + δtÞ ð13bÞ

Equations 12a, 12b, 13a and 13b employ the intermediate
quantities:

Xi ¼ ðδtÞ2
2~mel

λRi ð14Þ
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and

Yi ¼ δt
2~mel

1 +
1
2
γδt

� ��1

λVi ð15Þ

The values of Xi and Yi are chosen to satisfy the constraint
equations:

c0 3 c0 ¼ 1 ð16aÞ

c0 3 ci 6¼0 ¼ 0 ð16bÞ
We start by substituting the first update of the second step of the
algorithm, eq 12a, into these constraint equations. The result of
this exercise is the following pair of equations:

1 ¼ X2
0 + 2X0½c0ðtÞ 3~c0ðt + δtÞ� + ½~c0ðt + δtÞ 3~c0ðt + δtÞ� � ∑

N

i¼ 1
X2
i

ð17aÞ

Xi 6¼0 ¼ � ~c0ðt + δtÞ 3 ci ð17bÞ
Equation 17b can be solved for Xi, for each i > 0, and then eq 17a
affords X0. To obtain Yi, we first obtain velocity constraints by
differentiating eqs 16a and 16b with respect to t and then
substitute the final velocity update, eqs 13a and 13b, into these
velocity constraints. The result is

Yi ¼ � _~c 0ðt + δtÞ 3 ciðt + δtÞ ð18Þ
In deriving eqs 17a and 17b, we have assumed that the

constraints are satisfied at time t, and in obtaining eq 18, we
have assumed that the position constraints (eqs 16a and 16b) are
satisfied at time t + δt. In practice, this means that the dynamics
cannot start from a vector c0 that does not satisfy the constraints
in eqs 16a and 16b. At the beginning of the annealing procedure
for a particular state, the guess vector must be orthogonalized
against all previously obtained vectors.

III. COMPUTATIONAL DETAILS

We compute the optical absorption spectrum of the bulk
hydrated electron under periodic boundary conditions, using
Ewald summation for the long-range interactions.5 Two hundred
geometries were taken from a ground-state MD run in a periodic
box that is 26.2015 Å on a side and contains 600 water molecules,
corresponding to a density of 0.997 g/cm3. We solve the
Schr€odinger equation on a grid with a spacing of 0.93 Å, for a
total of 283 = 21 952 grid points. Details of the simulation
protocol can be found in ref 5.

The zeroth-order states are obtained with the Davidson�Liu
method,23 using a convergence threshold )(Ĥ � E)ψ ) < 10�8

Eh as described in ref 13. We use these zeroth-order states to
generate a guess for the induced dipoles, {μBi}, which we use to
construct a Hamiltonian matrix. We then “anneal” the state of
interest, subject to the constraint that it remain normalized and
orthogonal to the previously determined states, as described
above. Prior to initiation of the MD procedure, we orthogonalize
the state of interest against all previous states, using the
Gram�Schmidt procedure, so that the constraints are satisfied
initially. The initial velocities (_c0) are taken to be zero. The
electronic degrees of freedom quickly pick up kinetic energy
since the guess vector is rarely near a minimum. Annealing
proceeds until the change in energy between successive MD

steps is less than 10�8 Eh. (By that point, the total electronic
kinetic energy is also ∼10�8 Eh.) At this point we have an
updated wave function that we use to induce new dipoles. This
procedure is repeated until the energy change between successive
dipole updates is less than 10�8 Eh.

In a typical CPMD calculation, one has to choose the fictitious
electron mass and time step in such a way that the electronic
degrees of freedom are adiabatically decoupled from the nuclear
dynamics. (See refs 24�26 for an interesting discussion in the
context of extended-Lagrangian MD.) This is not an issue here,
as we are not propagating the nuclei; rather, we are trying to find
the Born�Oppenheimer surface, not propagate dynamics along
or near it. For this reason, we simply choose a time step and an
electronic mass such that the annealing is stable. We use δt = 0.1
fs and ~mel= 400 au, but we have not attempted to optimize these
parameters. (We do find that for δt = 0.1 fs, masses less than
200 au lead to a failure to maintain the constraints.) In our
calculations, the position and the velocity constraints are typically
satisfied to an average absolute error of 10�14 and 10�16 au,
respectively.

The friction parameter, γ, is chosen according to the recom-
mendation in ref 27, which is based on a three-point fit using
energies from successive steepest-decent steps. Since the initial
wave function guess may be far from the minimum, we found it
helpful to generate γ several times during theMD routine; we do
this every 50 time steps. We find that the annealing typically
converges after 20�300 time steps if the guess is reasonable.
However, in cases where the guess is poor, it may take upward of
2000 steps. The Hamiltonian is not updated during this proce-
dure, so the annealing steps are quite inexpensive compared to
inducing new dipoles and updating the potential energy at each
grid point.

Below, we will compare the e�(aq) spectrum obtained from
the annealing procedure to that calculated using the perturbative
scheme that was described in Section II. In the latter scheme, we
do not allow the perturbed wave function to mix with the ground
state, so that each perturbed state remains orthogonal to the
ground state, even though the excited-state wave functions are
not mutually orthogonal. (This at least ensures that the transition
dipoles are translationally invariant.) An electronic spectrum is
constructed from a histogram of oscillator strengths

f0 f n ¼ 2me

3p2
ðEn � E0Þ ∑

k ∈ fx, y, zg
jÆψ0jk̂jψnæj2 ð19Þ

Wave functions were visualized with the Visual Molecular
Dynamics program,28 and isocontour values were generated with
OpenCubMan.29 Calculations were performed with a simulation
code that is described in refs 5 and 13.

IV. RESULTS

A. Benchmark Tests Using Fixed Dipoles. Prior to applying
our procedure to determine the fully relaxed excited states of the
aqueous electron, we would first like to demonstrate the meth-
od’s effectiveness in the case that the induced dipoles are not
updated. That is, we will first verify that the annealing procedure
reproduces the lowest few eigenstates of a Hamiltonian where
the induced dipoles are converged to the ground-state wave
function (only), in which case there is no orthogonality problem.
For this test, we first determine the ground-state wave function
and induced dipoles with our standard method,5,13 then solve for
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the lowest 30 eigenstates of Ĥ with fixed dipoles. Next, we take a
set of vectors composed of random numbers and use these as
initial guess vectors for the annealing algorithm, fixing the
induced dipoles at the values previously determined for the
ground-state wave function.
Table I shows that the annealing procedure reproduces—with

high accuracy—both the excitation energies and the oscillator
strengths that are obtained by a straightforward Davidson�Liu
procedure. In this particular case, where the dipoles are fixed, the
states emerge from the annealing procedure in ascending order
of energy, indicating that the procedure does not become
trapped in any local minima andmost likely locates globalminima
of the constrained optimization problem. (Of course, there is no
guarantee that this will be the case once we allow the dipoles to
relax.) Using the convergence thresholds specified in Section III,
we can reproduce excitation energies to within∼10�4 eV, which
is far smaller than the error intrinsic to the pseudopotential
model. Due to the completely random nature of the initial
guesses, the annealing procedure takes∼1500 steps to converge
in this example.

Because the annealing procedure employs a larger number of
constraints for higher-energy states as compared to lower-energy
states, one might question whether the accuracy of the computed
energies degrades as one marches up the manifold of states,
adding more and more constraints as the calculation proceeds.
The data in Table I suggest that this is not the case. For example,
the n = 8 excitation energy computed by means of the annealing
algorithm is closer to the Davidson�Liu result than is the n = 1
excitation energy. The accuracy is not degraded because the
annealing algorithm does not introduce any new constraints
beyond those imposed by linear algebra. For a fixed set of
dipoles, the exact (nondegenerate) eigenvectors of the Hamilto-
nian are necessarily orthogonal, and obtaining them via diag-
onalization or via Davidson’s procedure is equivalent to
minimizing the Rayleigh�Ritz quotient

R½ψ� ¼ ÆψjĤjψæ
Æψjψæ ð20Þ

subject to the constraint that |ψnæ must be orthogonal to all
lower-lying states, |ψ0æ, ..., |ψn�1æ. Our annealing algorithm
simply provides an alternative means to enforce these constraints
and to carry out the Rayleigh-Ritz variational procedure in a
robust way.
Unlike this benchmark test involving fixed dipoles, the “right”

answer is no longer well-defined once we let the MM dipoles
relax. However, the very close agreement between the annealing
results and the Davidson�Liu results in this test gives us
confidence that our approach is a reasonable one, if one insists
(as we do here) that the relaxed wave functions should be
orthogonal to one another.
The excited states need not emerge in energetic order once we

allow the induced dipoles to relax. They would do so only if
the annealing procedure managed to find the global minimum of
the effective potential (with constraints) on each annealing cycle.
The presence of inducible dipoles appears to make this quite
challenging, as the states do not come out of the calculations in
ascending order. This gives us some pause and calls into question
the nature of our guess. We have run additional calculations in
which the guess for the annealing procedure is provided by the

Table II. Excitation Energies (in eV) andOscillator StrengthsComputed byElectronic Annealing, UsingTwoDifferent Initial Guesses

ordered by na ordered by energyb

zeroth-order guess first-order guess zeroth-order guess first-order guess differencec

n En � E0 f0fn En � E0 f0fn En � E0 f0fn En � E0 f0fn En � E0 f0fn

1 1.73894 0.133993 1.73894 0.133927 1.73894 0.133993 1.73894 0.133927 0.00000 0.000066

2 1.95139 0.237197 1.95140 0.237188 1.93676 0.028331 1.93668 0.028360 0.00008 0.000029

3 1.93676 0.028331 1.93668 0.028360 1.95139 0.237197 1.95140 0.237188 0.00001 0.000029

4 2.10816 0.132911 2.10817 0.132922 2.10816 0.132911 2.10817 0.132922 0.00001 0.000011

5 2.11486 0.001157 2.28370 0.001407 2.11486 0.001157 2.11521 0.001104 0.00035 0.000053

6 2.28397 0.001359 2.11521 0.001104 2.15224 0.000537 2.14726 0.000641 0.00498 0.000104

7 2.46492 0.001676 2.26762 0.004268 2.26925 0.004114 2.26762 0.004268 0.00163 0.000154

8 2.26925 0.004114 2.14726 0.000641 2.28397 0.001359 2.28370 0.001407 0.00027 0.000048

9 2.42928 0.001936 2.43138 0.001780 2.36290 0.003176 2.36278 0.003178 0.00012 0.000002

10 2.15224 0.000537 2.36278 0.003178 2.42928 0.001936 2.43138 0.001780 0.00210 0.000156

11 2.36290 0.003176 2.46681 0.001478 2.46492 0.001676 2.46681 0.001478 0.00189 0.000198
a Excitation energies listed in the order that the states are generated by the annealing procedure. b Excitation energies listed in ascending order of energy.
cDifference in energies and oscillator strengths for the energy-ordered states computed using two different initial guesses.

Table I. Excitation Energies (in eV) and Oscillator Strengths,
in the Absence of Dipole Relaxation, Computed Using Two
Different Algorithms

Davidson�Liu diagonalization electronic annealing

n En � E0 f0fn En � E0 f0fn

1 2.13004 0.294897 2.13009 0.294889

2 2.22616 0.306758 2.22618 0.306793

3 2.45889 0.271951 2.45890 0.272044

4 2.89899 0.002009 2.89901 0.001878

5 3.35058 0.007256 3.35084 0.007513

6 3.36738 0.001328 3.36724 0.001038

7 3.42538 0.000995 3.42542 0.001048

8 3.47247 0.010379 3.47247 0.010336

9 3.57655 0.000950 3.57662 0.000979

10 3.62341 0.006859 3.62349 0.006142
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first-order corrected wave function from the perturbative
scheme. Inspection of the energies and oscillator strengths
indicates that typically, the first four states are identical and
emerge in the same order for either initial guess. Table II shows a
typical case. The first four excitation energies are nearly identical
for either initial guess and emerge in the same order, but the
ordering is different starting with n = 5. However, both initial
guesses do find the same set of excitation energies through at
least n = 11.
The fact that the states do not come out energetically ordered

is worrisome because the constraints placed on a particular state
depend upon the order in which it is determined, and this should
effect the energy. In the latter columns of Table II we have
reordered the states energetically, and tabulated the differences
in excitation energies and oscillator strengths between the two
different initial guesses. The largest discrepancy in the energies
between the two initial guesses is only 0.005 eV. This is smaller
than the typical energy gap between states, and we therefore find
this to be a tolerable error. In principle, one could probably ensure
energetic ordering by annealing the same state several times,
starting from a variety of different guesses and taking the lowest
energy result in an attempt to find the global minimum for each set
of constraints. Another possibility would be to perform the
annealing, reorder the states energetically, and repeat the entire
procedure using the annealed states as guesses. We have not done
so here, owing to the smallness of the discrepancies between
energies obtained using different initial guesses.

B. Aqueous Electron Absorption Spectrum. Figure 1a com-
pares the absorption spectrum obtained using perturbative
techniques5 to that obtained using the annealing algorithm that
is described here. The experimental spectrum (reproduced from
the line shape parameters in ref 30) is also shown. With the
exception of the annealed spectrum, which is new, these spectra
have been described in detail in our previous work,3�5 but for
completeness, we briefly summarize these results here. At zeroth-
order in the perturbation, the peak intensity is blue-shifted
relative to experiment, and although this zeroth-order spectrum
does reproduce the main, Gaussian feature in the experimental
spectrum, it exhibits a gap in intensity just below 3 eV, which is
followed by a “hump” centered around 3.5 eV that is essentially a
photoelectron spectrum. The first-order correction for Ŵn shifts
the maximum into quantitative agreement with experiment and
also binds states that were (vertically) unbound at zeroth order,
meaning that the excitation energies were greater than the
vertical detachment energy. A second-order treatment of Ŵn

affords a correction to the wave function and hence the transition
dipoles, and this has the effect of increasing intensity in the “blue
tail”.
The spectrum obtained from electronic annealing agrees

quantitatively with the second-order perturbation theory spec-
trum in the Gaussian region, but the annealing procedure shifts
even more oscillator strength into the higher-lying bound states
that comprise the blue tail. (All of the spectra in Figure 1 are
normalized to unit intensity at their respective absorption
maxima.) If anything, the blue tail in the annealed spectrum is
in better agreement with experiment than is the second-order
perturbation theory result.
Figure 1b decomposes the annealed spectrum into contribu-

tions from 1s f 1p transitions versus excitations into higher-
lying bound states. The 1p states are the only bright states, for an
aqueous electron modeled as a particle in a spherical box,3 and
indeed the 1s f 1p excitations carry much of the oscillator
strength in the annealed spectrum. However, the 1p band has
significant energetic overlap with the higher-lying bound states,
which borrow intensity from the 1p states and give rise to a
significant “blue tail”. The states that comprise this tail are
unbound in the zeroth-order treatment, and we have previously
referred to them as “quasi-continuum, polarization-bound” ex-
cited states.4 These states have very little oscillator strength at
zeroth order, but relaxation of the solvent dipoles allows them to
mix with (and borrow intensity from) the 1p states. For the
annealed spectrum, all 30 states that we calculate are vertically
bound. (The average vertical binding energy for the simulation
cell used in this work is 3.35 eV,5 well into the blue tail in the
spectra shown in Figure 1.)
At zeroth-order in Ŵn (what we have previously called the

“unrelaxed” approximation),4,5,3 the states are ordered as follows.
The ground state is spherical (1s) and resides in a roughly
spherical solvent cavity, while the first three excited states are
p-like (1p). The fourth excited state is typically more diffuse and
can be identified as the 2s state by virtue of a radial node. Above
the 2s state are several states that resemble 1d states, but above
this it becomes difficult to assign particle-in-a-cavity quantum
numbers to the excited states, whose wave functions are quite
diffuse and contain many different lobes. The qualitative nature
of these states is not altered significantly by application of
second-order perturbation theory.
The annealing procedure, on the other hand, sometimes does

alter the initial guess wave functions in a qualitative way. In

Figure 1. Absorption spectra for e�(aq) in bulkwater: (a) comparison of
spectra computed using zeroth-, first-, and second-order perturbative
treatments of the Ŵn (eq 4) to the spectrum computed using the
annealing procedure proposed here; and (b) decomposition of the
annealed spectrum into contributions from various types of excited states.
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particular, the annealing procedure appears to have the ability to
localize diffuse electronic states composed of largely disjoint
lobes and in some cases may enhance the oscillator strength
associated with these states, relative to the nominal bright states.
In cases where we observe such localization, the nodal character
of the state appears to be preserved, although this is only evident
if the wave function is plotted using an isosurface that encapsu-
lates nearly all of the electron density.
As an example, Figure 2 depicts the unrelaxed n = 2 and n = 4

wave functions from the calculation reported in Table I as well as
the corresponding annealed wave functions from the calculation
reported in Table II. (The states are labeled in the order that they
are calculated by the annealing procedure, which need not be in
energetic order.) The unrelaxed 1p state shown in Figure 2a is
not altered by the annealing process in any substantive way
and is nearly identical to the n = 2 state in the manifold of
annealed excited states (Figure 2b). However, the annealed
analogue (Figure 2d) of the n = 4 zeroth order wave function
(Figure 2c) is more localized than its counterpart. The annealed
function appears p-like rather than s-like, if a large isosurface
contour value is used to plot the wave function. However, a
smaller contour that encapsulates more of the wave function
reveals s-like character. The transition from the unrelaxed to
the annealed wave function ( i.e., Figure 2cfd) enhances the
transition dipole of the state in question, because the localized,
annealed state has better overlap with the ground state and
furthermore sheds some of the pseudo-s-type symmetry that
causes the unrelaxed state in Figure 2c to exhibit a rather small
oscillator strength.
Comparison of Tables I and II seems to indicate that the n = 3

state loses significant oscillator strength upon annealing, but an
inspection of the wave functions reveals that the state that
emerges as n = 3 from the annealing procedure actually corre-
sponds to the fourth excited state at zeroth-order. The latter
acquires significant oscillator strength upon annealing and drops
below a state with p-type character to become n = 3. While this
sort of reordering does not occur in the majority of the cases, it is
also not entirely uncommon.

From the spectrum in Figure 1b, it appears that the highest-
lying 1p state carries somewhat less intensity than the two lower-
lying 1p states. This is partly an artifact of themanner in which we
analyzed the data, namely, we assumed in constructing Figure 1b
that the first three states are the 1p states, which is always true in
the perturbative approach but is occasionally not true following
annealing. Despite this occasional reordering of states, the 1p
states still carry the vast majority of the oscillator strength and are
still responsible for the Gaussian feature in the absorption
spectrum.
Figure 3 shows the zeroth-order and the annealed wave

functions for a d-type state. Using an isosurface that encapsulates
90% of |ψ|2 (Figure 3b), it appears as though the annealed state is
effectively a “charge hop”, in which the electron is transferred a
sizable distance away from the cavity in which the ground-state
wave function is localized. However, Figure 3c depicts the same
annealed wave function, plotted using an isosurface that encap-
sulates 99% of |ψ|2. In the latter depiction, it is clear that the wave
function remains d-like, but the electron has largely localized into
one of the lobes. In this example, the annealed state has very little
overlap with the ground state, which results in a very small
transition dipole. States that have localized to such an extent as to
exhibit charge-transfer or charge-hopping character exhibit very
small oscillator strengths and thus do not contribute greatly to
the absorption spectrum. These states are most likely not
accessed in experiments that probe vertically excited states.
The “blue tail” does not arise from localized charge-hopping
states, such as that shown in Figure 3b and c. Rather, it arises due
to higher-lying, diffuse excited states that do have reasonable
overlaps with the ground-state wave function.4,5

V. DISCUSSION

According to the Thomas�Reiche�Kuhn (TRK) sum rule31

∑
n > 0

f0 f n ¼ Ne ð21Þ

where Ne is the number of electrons. By construction, Ne = 1 in
our pseudopotential model. In previous work,5 we observed that
f0f1 + f0f2 + 3 3 3 + f0f29≈ 0.95 at zeroth-order, that is, the first
29 excited states account for 95% of the total oscillator strength.
A first-order correction for Ŵn reduces the electronic energy
gaps (En � E0) but does not affect the wave functions, and as a
result, the total oscillator strength carried by the first 29 excited
states is reduced to ≈0.8. At second order, the wave function is
corrected, and the total oscillator strength recovers, to ≈0.9.
In the present treatment, however, we find that f0f1 + 3 3 3 +
f0f29 ≈ 0.65.

Figure 3. An excited electronic state of the aqueous electron with
d-type character. Panels (a) and (b) depict the zeroth-order (unrelaxed)
and annealed wave functions, respectively, using opaque and translucent
isosurfaces that encapsulate 70% and 95% of |ψ|2, respectively. Panel (c)
depicts the same annealed wave function as in (b) but plotted using
isosurfaces that encapsulate 70% and 99% of |ψ|2.

Figure 2. Examples of 1p- and 2s-like excited states of the aqueous
electron. Panels (a) and (c) depict the “unrelaxed” states (zeroth order
in Ŵn), while panels (b) and (d) depict the wave functions that are
obtained by electronic annealing. The opaque and translucent isosur-
faces encapsulate 70% and 95% of |ψ|2, respectively.
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The question then arises as to whether the TRK sum rule is
preserved in the case of a state-dependent Hamiltonian and
whether or not the expression for f0fn in eq 19 is even valid in
such a case. Here, we address these questions in the context of the
proposed annealing procedure.

In principle, the annealing procedure provides a way to obtain
an infinite number of mutually orthogonal states, each of which is
an eigenfunction of a different Hamiltonian. For the purpose of
analyzing the sum rule in eq 21, let us make the (perhaps
dubious) assumption that this set of eigenfunctions forms a
complete orthonormal basis. Then to derive eq 21, one employs
the identity:

½Ĥ, x̂� ¼ � ip
m
p̂x ð22Þ

In principle, Ĥ could be any of the aforementioned Hamilto-
nians. Inserting eq 22 into the expression

1
ip
Æ0j½x̂, p̂x�j0æ ¼ 1 ð23Þ

and using a resolution of the identity, one obtains
m

p2
∑
n
½Æ0jx̂jnæÆnj½Ĥ, x̂�j0æ� Æ0j½Ĥ, x̂�jnæÆnjx̂j0æ� ¼ 1 ð24Þ

This equation is valid for any Hamiltonian and any complete
orthonormal basis. However, in order to obtain the sum rule in
eq 21 from eq 24, the basis states |næ must in addition be
eigenstates of the same Hamiltonian. In the present case, how-
ever, each state is a solution to a different Hamiltonian so the sum
rule is not preserved by the annealing procedure. (As such,
nothing rests upon our dubious assumption that the states |næ
form a complete basis; the sum rule is not preserved, whether or
not this is in fact the case.)

Next, we address the question of whether or not eq 19 is a valid
formula for computing absorption intensities. In what follows, we
assume that the nuclei are clamped, and we consider the
electronic dynamics. The oscillator strength formula in eq 19
follows from time-dependent perturbation theory.31 If the sys-
tem is in state |næ at time t = 0, then it seems reasonable that the
system evolves under the influence of the Hamiltonian for state
|næ, Ĥn. That is,

jΨðtÞæ ¼ e�iĤnt=pjnæ ¼ e�iEnt=pjnæ ð25Þ
where we have used the fact that Ĥn|næ = En|næ.

We now investigate the time evolution in the presence of a
time-dependent perturbation. We assume that the time-depen-
dent wave function can be written

jΨðtÞæ ¼ ∑
n
cnðtÞe�iEnt=pjnæ ð26Þ

This expansion may seem suspicious in light of questions
regarding whether the basis {|næ} is complete. However, we
assume below that the system is initially in the ground state, and
we are only interested in the dynamics within the finite subset of
states that we have determined by means of annealing. In other
words, this basis constitutes the region of interest in Hilbert
space. To derive a formula for the transition probabilities, the
ansatz in eq 26 should next be inserted into the time-dependent
Schr€odinger equation, but with which Hamiltonian? In the weak-
field limit, the traditional assumption is that the system occupies
the ground state at t = 0, cn(0) = δn,0. It therefore seems

reasonable to assume that the dynamics is governed by the
ground-state Hamiltonian, so that

ipj _ΨðtÞæ ¼ ðĤ0 + VðtÞÞjΨðtÞæ ð27Þ
These assumptions, together with the fact that the basis is
orthonormal, lead to the textbook31 dynamical equations for
the expansion coefficients cn(t). For this reason, we would argue
that eq 19 is still valid, even though the TRK sum rule is not.

The ambiguity regarding which Hamiltonian guides the
dynamics of the system is clearly an artifact of the model. The
inducible dipoles represent electronic degrees of freedom and
should respond on the time scale of electronic motion, i.e., these
degrees of freedom participate in the short-time dynamics that
results in absorption of radiation, and they ought to be included
in the quantummechanical description of the system. Our decision
to treat some of the electronic variables (solvent dipoles) classically
leads to some ambiguity (multiple Hamiltonians) since we
do not have information regarding the short-time quantum
dynamics of these variables. This is to be contrasted with the
MOM-SCF technique14,15 that was mentioned in Section I. In
that method, there is a single Hamiltonian but multiple
stationary points (solutions to the SCF equations). Since the
SCF energy, at least in Hartree�Fock theory, is the expectation
value of the true Hamiltonian, there is no ambiguity as to the
quantum dynamics.

In the case of the methodology pursued here, one way around
these difficulties would be to use a linear-response formalism,
which has been explored in the context of time-dependent
density functional theory (TD-DFT) in the presence of a
polarizable medium.32,33 Here, however, we were interested in
a self-consistent, nonperturbative approach. In the future, it
might be interesting to compare results obtained from linear-
response theory to those obtained from our electronic annealing
procedure.

Finally, we would like to speculate that this annealing proce-
dure might be useful for MOM-SCF calculations. The MOM-
SCF method appears quite promising and avoids some problems
associated with TD-DFT. However, the excited-state wave
functions obtained in MOM-SCF calculations are not orthogo-
nal, although preliminary results do not seem to exhibit any
adverse effects on oscillator strengths, possibly because the
deviations from orthogonality are small in cases examined so
far.14 In any case, it is possible that the sort of electronic annealing
that is introduced here could eliminate any concern over
oscillator strengths. This technique might also be useful in the
context of excited-state Kohn�Sham simulations,34 nonadia-
batic (surface hopping) simulations utilizing CPMD,35 or “con-
strained” DFT calculations,36,37 each of which is potentially
subject to nonorthogonality problems. Extensions to many-
electron QM/MM methods using polarizable force fields are
also worth exploring.

VI. SUMMARY

We have introduced a novel “electronic annealing” procedure
that is capable of finding orthogonal solutions to a state-
dependent Hamiltonian. This procedure appears to be robust
and is capable of finding many such solutions. When applied to a
polarizable QM/MM model of the aqueous electron in bulk
water,5 the electronic absorption spectrum computed by means
of electronic annealing is in reasonable agreement with results
obtained previously4,5 based on a perturbative treatment of the
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MM polarization response following excitation of the QM
region. In fact, the annealed spectrum is in slightly better
agreement with experiment, as compared to perturbative results.
In any case, these computed spectra all support the hypothesis
that electronic polarization (as described theoretically via atom-
centered inducible dipoles) binds additional excited states of the
aqueous electron and facilitates intensity borrowing from the 1p
states that carry most of the oscillator strength. The “blue tail” in
the optical spectrum of e�(aq) arises from what we have termed
“polarization-bound quasi-continuum states”.4 Here, we find that
electronic reorganization of the solvent can also cause diffuse
excited states of the electron to localize into “charge-hopping”
states. These excitations, however, carry very little oscillator
strength and do not make a substantial contribution to the
optical absorption spectrum.

In the future, we plan to explore generalizations of this
electronic annealing algorithm that are suitable for many-
electron QM calculations.
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ABSTRACT: A generalized, unique thermochemical hierarchy applicable for all closed shell organic molecules is developed in this
paper. In this chemically intuitive, structure-based approach, the connectivity of the atoms in an organic molecule is used to
construct our hierarchy called “connectivity-based hierarchy” (CBH). The hierarchy has several rungs and ascending up the
hierarchy increasingly balances the reaction energy. It requires no prior knowledge of the types of molecules and hybridizations for
the appropriate balancing of the bond types and the bonding environments of the atoms. The rungs can be generated by an
automated computer program for any closed shell organic molecule, and the first three rungs generate the simplest reactions for the
widely used isodesmic, hypohomodesmotic, and hyperhomodesmotic schemes. The generated reaction schemes are unique for each
rung and are derived in a simpler manner than previous approaches, avoiding potential errors. This work also suggests that for closed
shell organic molecules, the previously well-studied homodesmotic scheme does not have a fundamental structure-based origin. In a
preliminary application of CBH, density functional theory has been used to calculate accurate enthalpies of formation for a test set of
20 organic molecules. The performance of the hierarchy suggests that it will be useful to predict accurate thermodynamic properties
of larger organic molecules.

1. INTRODUCTION

Electronic structure theory has been widely used to make
thermodynamic predictions on organic molecules for over four
decades.1�3 Initially, in an era when sophisticated theoretical
methods were not yet developed, accurate methods to compute
the bond energies and the thermodynamic properties of organic
compounds were not available. Subsequently, introduction of the
isodesmic bond separation (IBS) scheme by John Pople in
19704�6 enormously improved the accuracy of the predictions
using simple theoretical models such as Hartree�Fock theory
with moderate basis sets. Pople’s IBS scheme illustrated, for
the first time, the significance of appropriately balancing reaction
energies resulting in substantial error cancellation and yielding
better calculated accuracy.

Furthering the ideas developed by Pople, George and co-
workers in 19757�9 proposed the hybridization-based homo-
desmotic scheme (HS) of reactions for organic molecules. This
scheme sought to improve upon Pople’s IBS scheme and was
constructed to offer a superior balance of the bond types and the
hybridization of the atoms involved. Following this, a plethora of
schemes, some of which are called hyperhomodesmotic,10 semi-
homodesmotic,11 quasihomodesmotic,12,13 homomolecular homo-
desmotic,14 isogeitonic,15 isoplesitoic,16 homoplesitoic,16 and
s-homodesmotic17�19 have since been developed to successfully
predict various properties of organic molecules.

Recently, Wheeler, Houk, Schleyer, and Allen offer a detailed
account of the widespread inconsistency in the definition of the
term “homodesmotic scheme”.20 Recognizing the need for great-
er uniformity and generality in such reaction schemes, they devel-
oped a general and a systematic hybridization-based hierarchy of
homodesmotic reactions for closed shell hydrocarbons. By uti-
lizing predefined reactants and products at each level of their

hierarchy, they achieve an increased balance in the hybridization
and the covalent bonding environment of the carbon atoms with-
in the family of hydrocarbonmolecules. They further rightly point
out the need for a general and a systematic hierarchy that spans
beyond hydrocarbons and is applicable to any organic molecule
containing any heteroatom (for instance, O, N, S, etc.). Finally,
acknowledging the enormous variety of functional groups that
can exist in organic molecules, they clearly indicate that prede-
fining reactants and products for various levels of a hierarchy in-
volving organic molecules is a prominent challenge. Thus the
construction of a generalized hierarchy for all closed shell organic
molecules has remained an open problem.4�9,20

An alternate approach to the construction of the generalized
hierarchy, i.e., one based on merely the connectivity of the atoms
in an organic molecule instead of utilizing predefined reactants
and products in a hybridization-based hierarchy, helps in over-
coming this challenge and solves this long-standing problem.
Such a hierarchy is applicable to all classes of closed shell organic
molecules and does not require significant effort to balance the var-
ious coefficients in the chemical equations employed in the hier-
archy. Another advantage of such a connectivity-based approach
is that it enormously minimizes the use of complicated terminol-
ogy that is sometimes used in the definition of the different homo-
desmotic schemes, without any compromise in the goal of preser-
ving the bond types and the hybridization of the atoms involved.

In this work, we develop the general and systematic connec-
tivity-based hierarchy (CBH) for closed shell organic molecules
containing various hetero atoms (e.g.,N,O, F, P, S,Cl, Br), a variety
of functional groups (e.g., alcohols, amines, ketones, aldehydes,
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acids, thiols), and different molecular architectures (e.g., acyclic,
cyclic, branched, linear) to show how the reaction energy con-
verges better at each increased level in the hierarchy. Construction
of the hierarchy requires a knowledge of only the connectivity
and the types of bonds (single, double, triple) in the molecule, i.e.,
the chemical structure is all that is necessary, and the reaction
schemes can be generated in a simple and automatedmanner with
increasing levels of sophistication. We further go on to prove how
the CBH scheme satisfies the bond type and the hybridization
requirements set by Wheeler, Houk, Schleyer, and Allen in their
hierarchy. Finally, we apply CBH to compute the enthalpies of
formation of various closed shell organic compounds and demon-
strate how the higher levels of the hierarchy help achieve accurate
results using commonly used density functionals with modest
double- or triple-ζ quality basis sets.

2. CONSTRUCTION OF THE GENERALIZED CBH FOR
ORGANIC MOLECULES

CBH features several rungs at increasing levels of sophistica-
tion. They are all based on the local structure and bonding in
the molecule under consideration. The rungs alternate between
atom- and bond-centric perspectives. The simplest, atom-centric
rung is the isogyric scheme2,4,20 where each heavy (non-hydrogen)
atom is extracted in its saturated valence state (e.g., each C as
CH4) by adding appropriate number of hydrogen molecules.
The number of hydrogen molecules equals the number of cova-
lent bonds between heavy atoms (counting a double bond as two
covalent bonds, etc.). This rung is named CBH-0. The next,
bond-centric rung (CBH-1) of the hierarchy is obtained simply
by extracting all the heavy-atom bonds in the molecule as isolated
valence-satisfied molecules (e.g., a carbon�carbon double bond

as H2CdCH2). This is identical to the widely used Pople’s
isodesmic bond separation scheme.4 At CBH-2, we preserve the
immediate connectivity of all the atoms in the molecule, i.e.,
every heavy atom is extracted with its immediate bonding envi-
ronment (Figure 1a). Later, we will show that this is equivalent to
the simplest hypohomodesmotic reaction scheme developed by
Wheeler et al.20 Perhaps a more appropriate, simpler, and illumi-
native name is “isoatomic” scheme (vide infra). Finally, at CBH-3,
we preserve the immediate connectivity of all the bonds in the
molecule, i.e., every heavy-atom bond is extracted maintaining its
immediate connectivity (Figure 1b). Later, wewill show that this is
equivalent to the simplest hyperhomodesmotic reaction scheme.
Higher levels can be defined in a similar manner. For example, at
CBH-4, we extract every heavy atom while maintaining two
immediate bonds. While additional higher levels can be defined
easily, in this paper, we restrict our discussion to the rungs most
likely to be useful, viz. CBH-1 to CBH-3.

In each rung, in order to avoid overcounting of the atoms and
bonds, additional molecules have to be included as reactants to
balance the equations.We show in this paper (vide infra) that this
can be accomplished in an elegant and automated manner. This
results from the connections between the products formed in
one rung and the reactants in the next higher rung of the hier-
archy (Figure 2). We illustrate the construction of CBH using a
simple example involving a single-ring system without any subs-
tituents, cyclopentadiene21 (C5H6, Figure 3a):
• CBH-0: based on the isogyric scheme.

C5H6 þ 7H2 f 5CH4

• CBH-1: based on the isodesmic bond separation scheme.

C5H6 þ 5CH4 f 3C2H6 þ 2C2H4

• CBH-2: based on preserving the environment of the atoms
(vide infra for more details).

C5H6 þ 3C2H6 þ 2C2H4 f C3H8 þ 4C3H6 ðpropeneÞ

• CBH-3: based on preserving the environment of the bonds
(vide infra for more details).

C5H6 þ C3H8 þ 4C3H6 ðpropeneÞ f
2C4H8ð1-buteneÞ þC4H6ð1, 3-butadieneÞ þ 2C4H8ð2-buteneÞ

The first observation for this simple system is that the products
formed in the lower hierarchy appear exactly as the reactants in the
next hierarchy along with the parent molecule itself (Figure 2).
This is entirely understandable since we are progressivelymaking a
larger part of the local bonding environment on both sides of the
reaction as similar as possible. For example, each pair of adjacent
heavy-atom bonds (products in CBH-1) shares a common heavy
atom (as reactants in CBH-1 as well as products in CBH-0).
Similarly, each pair of adjacent atoms preserving their immediate
environment (products in CBH-2) shares a common heavy-atom
bond (reactants in CBH-2 as well as products in CBH-1). Clearly,
the additional reactants at each level are necessary to take care of
the double counting that would otherwise be present. Since the
products in any hierarchy are easily derived from the local bonding
environment as noted earlier, the procedure can be easily auto-
mated giving considerable advantage to our scheme. For example,

Figure 1. (a) A generic representation of the preservation of atom
connectivity. AtomA’s connectivity is preserved by keeping it connected
with atoms B and C. The wiggly lines merely indicate the extension of
the molecule. (b) A generic representation of the preservation of bond
connectivity. Bond A�B’s connectivity is preserved by maintaining the
C�A�B�D framework. The wiggly lines merely indicate the extension
of the molecule.
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the CBH schemes can be written for other hydrocarbon ring
systems, such as 1,3-cyclohexadiene, cyclohexane, etc.

The scheme can also be easily extended to molecules contain-
ing heteroatoms. For example, if we take oxazoline (Figure 3b), a
simple heterocyclic ring containing oxygen and nitrogen where
every heavy atom has a different bonding environment, we have
the following reactions:
• CBH-0: based on the isogyric scheme.

C3H5NOþ 6H2 f 3CH4 þNH3 þH2O

• CBH-1: based on the IBS scheme.

C3H5NOþ 3CH4 þNH3 þH2O f

C2H6 þ 2CH3OHþCH3NH2 þH2CdNH

• CBH-2: based on preserving the environment of the atoms

C3H5NOþ C2H6 þ 2CH3OHþ CH3NH2 þH2CdNH f

CH3CH2NH2 þ CH3CH2OHþHOCHdNH

þ CH3NdCH2 þ CH3OCH3

• CBH-3: based on preserving the environment of the bonds

C3H5NOþ CH3CH2NH2 þCH3CH2OH

þHOCHdNHþ CH3NdCH2 þ CH3OCH3 f
NH2CH2CH2OHþ C2H5OCH3 þ CH3NdCHOH

þ CH3OCHdNHþC2H5NdCH2

Again, the products in one hierarchy become the reactants in
the next hierarchy, and the products of the balanced reaction
can be written by inspection or by an automated program. It is
worthwhile to observe here that, even for a simple molecule like
oxazoline, using a reaction scheme involving predefined reactants
and products may introduce complications in selecting and balan-
cing uniquely defined equations at the higher rungs of the hierarchy.

Thus far we have considered simple cyclic systems without any
branching or side groups. In order for us to construct the CBH
for any organic molecule, cyclic/acyclic and with/without a
branching group as well, we need to understand two additional
simple facets. Both are straightforward to implement and can also
be automated easily.

3. CANCELLATION OF THE MOLECULES REPRESENT-
ING THE TERMINAL MOIETIES

The first new facet that we consider involves molecules that
have terminal moieties. For example, in an n-alkane chain, the two
methyl groups at the two ends are terminal moieties. It is clear that
such groups are different from the units in a simple cyclic system
considered earlier. The principal difference is that such a terminal
moiety does not have two (or more) heavy-atom bonds. In such
cases, it is easy to see that (vide infra) the molecules representing
such terminalmoieties need to be treated differently and get canceled
as reactants in the equations representing the next hierarchy.

Further, it is readily seen at different rungs of the hierarchy that
we have different molecules representing the terminal moieties.
For example, in n-heptanethiol (vide infra for the construction of
the CBH), the terminal moieties are the methyl and the thiol
groups. The molecules representing these moieties as reactants
in the different hierarchies are: methane and hydrogen sulfide at
CBH-1, ethane and methanethiol at CBH-2, etc.

The cancellation of the molecules that represent terminal
moieties can be seen using an example involving an open chain
molecule without branching, n-heptanethiol (C7H16S, Figure 3c):

CBH-0: isogyric

C7H16Sþ 7H2 f 7CH4 þH2S

It is clear that the molecules representing the terminal moieties
(one molecule of methane and a molecule of hydrogen sulfide)
do not appear as reactants at the next level. The CBH-1 scheme
is, thus:

Figure 2. Showing the connection between various rungs of CBH. Reactants and products at the first rung (CBH-1) are obtained based on Pople’s IBS
scheme. Products of CBH-1 then become the reactants for the next rung (CBH-2). The products for CBH-2 are obtained by preserving the atom
connectivity as shown in Figure 1a. Reactants for the third rung (CBH-3) are in turn the same as the products for CBH-2. Products for CBH-3 are then
obtained by preserving the bond connectivity as shown in Figure 1b.
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CBH-1: after terminal moiety cancellation

C7H16Sþ 6CH4 f 6C2H6 þ CH3SH

The reaction representing the next hierarchy is:
CBH-2: preserving the environment of the atoms

C7H16Sþ 6C2H6 þCH3SH f

C2H6 þ 5C3H8 þ C2H5SHþ CH3SH

Here, the products that maintain the local environments of each
of the heavy atoms, share some common species with the re-
actants. After cancellation of common species, we get

C7H16Sþ 5C2H6 f 5C3H8 þ C2H5SH

Again, the molecules representing the terminal moieties (one
molecule of ethane and amolecule of methanethiol) get canceled
in this hierarchy.

Using the same logic, one molecule of propane and a molecule
of ethanethiol gets canceled in the next hierarchy, and we get

CBH-3: after cancellation

C7H16Sþ 4C3H8 f 4C4H10 ðn-butaneÞ þ C3H7SH ðn-propanethiolÞ
Overall, the molecules representing the terminal moieties (which
are products at a lower rung) do not appear in the next hierarchy.

4. TAKING BRANCHING INTO ACCOUNT: A MOLECULE
REPRESENTING A BRANCH POINT IS COUNTED TWICE
PER BRANCH

Given the enormous affinity of carbon toward catenation,
branching of certain bonds in the structural framework of an
organic molecule is very common. At any branching point in
an organic molecule, the atom at the branching point is
attached to one additional heavy atom in comparison to an
atom not at the branching point, i.e., there is an additional
covalent bond that needs to be considered at the branching

Figure 3. Various molecules used as examples to illustrate CBH: (a)
cyclopentadiene, (b) n-heptane thiol, (c) oxazoline, (d) cyclohexanone
and (e) propyl-pent-4-enoate.

Figure 4. (a) A generic representation of a branch point. Here the
branching point is the atom A. The molecule representing this
branch point as a reactant is counted twice at the bond-centric
rungs. (b) A generic representation of two branch points on the
same atom.
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points. These can be taken into account by adjusting the
coefficients of the defining molecules that represent the
branch points. These molecules are counted twice per branch
when they occur as reactants (Figure 4a). Similarly, if there is
an additional branch (Figure 4b, e.g., the central carbon in
neopentane), then the molecule as a reactant has to be
counted thrice overall.

Such a coefficient takes into account the overcounting that
would otherwise occur in a simplistic pairwise treatment of
intersecting bonds.22 It is important to note here that branching
occurs only with bonds. This is due to the fact that, while an atom
can be at the intersection of multiple bonds, each covalent bond
terminates at exactly two atoms. Thus, the phenomenon of
counting twice is applicable only at the bond centric-rungs, i.e,
at CBH-1 and CBH-3.

We illustrate this facet of CBH using cyclohexanone (C6H10O,
Figure 3d) as an example. Here, the branching point occurs at the
carbonyl carbon. Themolecule representing this branching point
at CBH-1 is methane. Therefore, methane needs to be counted
twice in CBH-1. Similarly, the molecule representing the branch
point at CBH-3 is acetone and hence is counted twice at that
rung.

CBH-0:

C6H10Oþ 8H2 f 6CH4 þH2O

CBH-1: a combination of terminal moiety cancellation and
taking the branch point into account

C6H10Oþ 7CH4 f 6C2H6 þ CH2O ðformaldehydeÞ
Due to the terminal moiety cancellation, water does not ap-

pear in the reactants. On the other hand, due to methane repre-
senting a branching point, it is counted twice.

CBH-2:

C6H10Oþ 6C2H6 þCH2O f

5C3H8 þ C3H6O ðacetoneÞ þ CH2O

i.e.,

C6H10Oþ 6C2H6 f 5C3H8 þ C3H6O ðacetoneÞ
CBH-3: counting acetone twice

C6H10Oþ 5C3H8 þ 2C3H6O f

4C4H10 ðn-butaneÞ þ 2C4H8O ð2-butanoneÞ þ C3H6O

i.e.,

C6H10Oþ 5C3H8 þ C3H6O f

4C4H10 ðn-butaneÞ þ 2C4H8O ð2-butanoneÞ
The same procedure is thus adopted for any molecule

possessing a branched molecular architecture. The Supporting
Information features another example of the construction of
CBH for a more complex branched molecule.

5. STRAIGHTFORWARD BALANCING OF THE
CHEMICAL EQUATIONS AND AUTOMATED

CBH starts with the simple isogyric scheme at the lowest
rung (CBH-0). It preserves the atom and bond connectivities
such that products of a lower rung occur as the reactants at
higher rungs—with two minor modifications: First, the
terminal moieties get canceled out. At bond-centric rungs
(CBH-1 and CBH-3), molecules representing a branch

position are counted twice per branch. Since these are the
only features of CBH, balancing of the chemical equations
involved in the hierarchy naturally follows the construction of
the hierarchy. Further, since the CBH is entirely automated,
given any molecule, the reaction schemes are generated
with ease.

6. GENERAL AND UNIQUE FOR ANY CLOSED SHELL
ORGANIC MOLECULE AND AVOIDS COMPLICATED
TERMINOLOGY

Our hierarchy is based on the connectivity of the atoms in an
organic molecule. Hence, it is independent of the elements
present in the organic molecule. This makes it general for all
organic molecules. Since the connectivity of the atoms in a mole-
cule is fixed, there is only one way of constructing the hierarchy.
Thus, CBH is unique for any organic molecule. CBH therefore
does not offer the scope for definition-based inconsistencies
noted by Wheeler, Houk, Schleyer, and Allen in the homodes-
motic schemes (vide supra).

Moreover, the hierarchy does not involve any complicated
terminology. The only terms used in the hierarchy are: (a)
CBH, connectivity-based hierarchy; (b) molecule represent-
ing a terminal moiety; and (c) molecule representing the
branch point.

7. HOW DOES CBH PRESERVE HYBRIDIZATION AND
BOND TYPES?

In this section, we show howCBH, in addition to being general
and unique for all closed shell organic molecules, preserves the
hybridization and the bond types as prescribed byWheeler, Houk,
Schleyer, and Allen in their homodesmotic hierarchy for hydro-
carbons as well. Propyl-pent-4-enoate (C8H14O2, Figure 3e),
having both carbon atoms as well as heteroatoms in different
states of hybridizations, is chosen as an example to demonstrate
the preservation of hybridization and the bond types. SinceCBH-0
corresponds to the trivial, isogyric scheme, which is known to
have considerable imbalances in the reaction energies,4�6,20 we
henceforth start only from the CBH-1 rung.

CBH-1:

C8H14O2 þH2Oþ 7CH4 f 5C2H6 þ C2H4 þH2COþ 2CH3OH

This rung of CBH, utilizing Pople’s IBS scheme, corresponds
to the RC2 level of the homodesmotic hierarchy for closed shell
hydrocarbons developed by Wheeler, Houk, Schleyer, and Allen.

CBH-2:

C8H14O2 þ 4C2H6 þ 2CH3OH f

C3H6 ð1-propeneÞ þ CH3COOH ðacetic acidÞ
þ 3C3H8 ðpropaneÞ þ CH3OCH3 ðetherÞ þ C2H5OH

This rung maintains the numbers of all heavy atoms in their
different states of hybridization as well as the numbers of all
heavy atoms (regardless of the hybridization state) attached
to the appropriate number of hydrogens (0�3). Thus, the
CBH-2 rung corresponds to the RC3 (hypohomodesmotic)
level of the n-homodesmotic hierarchy for closed shell
hydrocarbons. Due to the confusion in the existing literature
on the names of thermochemical schemes, we would like to
suggest a more appropriate, much simpler and illumina-
tive name “isoatomic” scheme for this useful rung, since it
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preserves the immediate environment of all the heavy atoms
in an organic molecule.

CBH-3:

C8H14O2 þ 2C3H8 þ CH3OCH3 þ C2H5OH

þ CH3COOH ðacetic acidÞ f
C4H8ðbut-1-eneÞ þ C4H10 ðn-butaneÞ

þ C2H5COOH ðn-propanoic acidÞ
þ CH3COOCH3 ðmethyl acetateÞ
þ C2H5OCH3 ðethyl methyl etherÞ
þ C3H7OH ðn-propanolÞ

CBH-3 maintains the number of bond types for all heavy-atom
bonds (e.g., H3C�O, H2C�O, HC�O, C�O, etc.) as well as the
numbers of each type of heavy atoms in the same hybridization
state (sp3, sp2, sp) attached to appropriate number of hydrogens
(0�3). This is as prescribed at the RC5 (hyperhomodesmotic)
level of the homodesmotic hierarchy for closed shell hydrocarbons.

The same logic can be extended to all the closed shell organic
molecules, and it can be easily shown that CBH preserves the
appropriate hybridizations as well as the bond types. It is im-
portant to note here that, throughout the construction of the
hierarchy, we present a general, physical picture of an organic
molecule, solely based on the connectivity of the atoms in the
molecule. Terms such as hybridization and bond multiplicities
are never used herein. Yet, the hierarchy preserves (vide supra)
both the bond multiplicities as well as hybridization.

8. WHAT IS THE REASON FOR THE WIDESPREAD
DEFINITION-BASED INCONSISTENCY?

Since our physically motivated, chemical structure-basedmethod
does not correspond with the homodesmotic scheme but instead
maps appropriately with the hypohomodesmotic and hyperhomo-
desmotic schemes developed by Wheeler et al.,20 this work enables
us to point out that, in general, for any closed shell organicmolecule,
the homodesmotic scheme does not have a fundamental structure-based
origin. This is the principal reason for the widespread definition-
based inconsistencies noted in the homodesmotic scheme.Wheeler
and co-workers had previously noted that multiple definitions of
“homodesmotic reactions” are available for the family of closed shell
hydrocarbons but simply observed that “homodesmotic reactions
must be considered a special case.”20

A final important point to note is that many different hypo-
and hyperhomodesmotic schemes can be written for a given
molecule. However, by merely examining the chemical structure

of any organic molecule, the simplest and unique reaction
schemes are the ones generated using our CBH-2 and CBH-3
rungs. Overall, the n-homodesmotic reaction scheme for closed
shell hydrocarbons indicated byWheeler et al.20 is similar in spirit
to our hierarchy. However, our structure-based formalism is
much more general, applicable to a substantially wider variety of
molecules and avoids any definition-based inconsistencies noted
previously in the homodesmotic hierarchy. Further, it is easily
constructed without using predefined reactants and products,
resulting in substantial simplicity in the implementation.21

9. TEST SET

In our efforts to duly represent the enormous structural variety
of organic compounds, we have chosen organic molecules
containing the following features: a variety of functional groups
(for instance, alcohols, amines, ketones, aldehydes, acids, thiols),
hetero atoms (N, O, F, S, Cl, Br), and different molecular
architectures (for instance, acyclic, cyclic, branched, linear).
Our test set consists of 20 molecules containing between 6 and
12 heavy atoms, consistent with our goal of applying these
methods to larger and more general classes of organic molecules.
The complete test set is provided in the Supporting Information
as well as in Table 2 (vide infra).

10. COMPUTATIONAL METHODS

All the computations have been performed using the Gaussian
0923 suite of programs. In this initial evaluation study, we have
used seven different density functional methods, possessing
different rungs of exchange and correlation energy functionals.
They are: (a) the BPW91 generalized gradient approximation
(GGA) functional,24�26 (b) the kinetic energy density (τ) de-
pendent BMK functional,27 (c) the popular B3LYP28,29 hybrid

Table 1. Zero Point and Thermal Corrected Mean Absolute
Reaction Energies (kcal/mol) Computed Using CBHa,b

density functional CBH-1 CBH-2 CBH-3

BPW91 26.51 1.38 0.93

BMK 28.79 1.13 0.52

B3LYP 26.15 1.30 0.65

M05-2X 31.71 1.15 0.59

M06-2X 31.00 1.53 0.70

TPSSh 25.88 1.08 0.62

B2PLYP 29.52 0.95 0.51
aAll the geometries were optimized at the B3LYP/6-31G(2df,p) level. A
scale factor of 0.9854 was applied to the harmonic frequencies obtained.
b 6-311þþG(3df,2p) basis set was used throughout.

Table 2. Computed Reaction Energies using CBHa

molecular formula chemical name CBH-1 CBH-2 CBH-3

C4H10N2 piperazine 21.77 4.22 �3.16

C5H10O 3-pentanone 26.95 0.64 �0.04

C5H10O2 isopropyl acetate 59.68 �1.76 0.57

C5H12S ethyl propyl sulfide 10.76 �0.26 0.07

C6H13NO2 6-aminohexanoic acid 57.48 �1.27 �0.10

C6H12O cyclohexanol 23.13 �1.43 �1.53

C6H10O cyclohexanone 30.77 �3.15 �3.67

C6H12S cyclohexanethiol 19.05 �1.40 �0.62

C6H11Cl cyclohexyl chloride 21.88 �1.26 �1.58

C6H13Br n-hexyl bromide 14.01 �0.28 �0.14

C7H12O cyclohexanal 28.18 �2.61 �0.92

C7H16S 1-heptanethiol 15.18 �0.27 0.06

C8H15N octanenitrile 26.63 �0.78 0.11

C8H19N dibutylamine 22.17 �0.97 �0.53

C8H14O2 propyl pent-4-enoate 65.94 �2.25 0.19

C8H16O t-butyl isopropyl ketone 37.06 �2.99 0.04

C10H18 2-decyne 30.40 �2.56 �0.08

C10H19N caprinitrile 31.58 �0.90 0.06

C11H21N 1-cyanodecane 33.92 �1.10 �0.10

C12H24O decyl methyl ketone 43.53 �0.53 �0.57
aAt the M06�2X/6-311þþG(3df,2p) // B3LYP/6-31G(2df,p) level
of theory. The reaction energies include zero-point and thermal correc-
tions (see text).
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functional, (d and e) Truhlar’s meta-exchange�correlation func-
tionals, M05-2X30 and M06-2X,31 (f) Perdew and Scuseria’s
hybrid meta-GGA functional TPSSh,32 and (g) Grimme’s dou-
ble-hybrid functional B2PLYP.33

To obtain reliable geometries, we use the same level of theory
as employed by the popular G4 method,34,35 i.e., B3LYP/6-31G-
(2df,p) level. A scale factor of 0.9854 was applied in the calculation
of the zero point and thermal corrections to the enthalpy. The
optimized geometries were then used in single point calculations
using the six different density functionals (vide supra). Six different
modest-sized basis sets, three with Pople-style (6-31þG(d,p),
6-31G(2df,p), and 6-311þþG(3df,2p)) and three with Dunning-
style (aug-cc-pVDZ, cc-pVTZ, and aug-cc-pVTZ) have been
used in these single point computations to study the effect of
the basis sets. While much larger basis sets are needed to get
converged results, we use these more practical, modest basis sets
to evaluate if they are sufficient to have significant error cancella-
tions. As expected from the systematic construction of the CBH,

we do indeed observe that they lead to considerable cancellation
(vide infra).

11. RESULTS AND DISCUSSION

We evaluate the performance of CBH in two steps: In the first
step, we evaluate the reaction energies for a test set of mole-
cules at the different rungs of the hierarchy. Since there is an
increasingly better matching of the bond types, the reaction
energies should get smaller at the higher hierarchies. This is
similar to the approach used byWheeler et al. In the second step,
we apply the CBH to evaluate the enthalpies of formation for the
set of molecules at different hierarchies and compare to the
available experimental data.
A. Performance of CBH: Reaction Energy Convergence

Table 1 provides the mean absolute values for the reaction
energies computed at the different rungs of CBH. It can be
readily seen that, for all the density functionals, as we go from
CBH-1 to CBH-3, there is a greater balance of the bond types
leading to a decrease in the calculated reaction energies. AtCBH-1,
the mean absolute value of the reaction energies varies from
25 to 31 kcal/mol (Table 1). It is consistently observed that, both
at CBH-2 and CBH-3, the mean absolute reaction energies are
less than 2 kcal/mol. In fact, the numbers obtained at CBH-3
level indicate convergence to the subkcal/mol level. These results
suggest that chemical accuracy (typically taken to be(1�2 kcal/
mol) may be possible even with such simple theoretical models.
A glance at Table 2 reveals the performance of the individual

molecules at the three rungs (data for the M06-2X functional are
given in Table 2, and data for the rest of the functionals are given
in the Supporting Information). For all the molecules, irrespec-
tive of the functional used, reaction energies at CBH-1 are found
to be endothermic. At CBH-2 and CBH-3, significant improve-
ment is seen: the smaller reaction energies indicating better

Table 4. Difference between Experimentally Determined Enthalpies of Formations and Computed Enthalpies of Formation (298
K, expt�theory, kcal/mol) at the Various Rungs of CBH {M06-2X/6-311þþG(3df,2p)//B3LYP/6-31G(2df,p)}

molecular formula chemical name expt ΔHf ( CBH-1 CBH-2 CBH-3

C4H10N2 piperazine 6.0a 1.5 �3.61 �6.38 0.98

C5H10O 3-pentanone �61.7b 0.2 0.04 1.12 0.33

C5H10O2 isopropyl acetate �115.1b 0.1 �2.62 �0.66 0.11

C5H12S ethyl propyl sulfide �25.03a 0.19 �1.71 �0.28 0.28

C6H13NO2 6-aminohexanoic acid �115.28a 0.72 �3.24 �2.25 0.29

C6H12O cyclohexanol �69.3b 0.2 �2.99 �1.02 �0.93

C6H10O cyclohexanone �55.23a 0.21 �3.32 �1.96 �1.61

C6H12S cyclohexanethiol �22.88a 0.19 �3.19 �1.38 �0.95

C6H11Cl cyclohexyl chloride �39.79a 0.46 �3.14 �2.53 �0.72

C6H13Br n-hexyl bromide �35.88a 0.49 �2.77 �1.28 �1.21

C7H12O cyclohexanal �56.2b NA �4.70 �2.57 �1.29

C7H16S 1-heptanethiol �35.73a 0.23 �2.01 �0.37 0.72

C8H15N octanenitrile �12.1a 0.36 �1.72 �1.06 0.71

C8H19N dibutylamine �40.89a 0.76 �5.61 �6.18 �2.88

C8H14O2 propyl pent-4-enoate �95.1a 0.8 �2.40 0.05 1.84

C8H16O t-butyl isopropyl ketone �80.86a 0.29 �2.58 0.19 �0.55

C10H18 2-decyne 5.63a 0.82 �0.73 �1.61 0.47

C10H19N caprinitrile �21.9a 0.43 �2.20 �1.14 0.86

C11H21N 1-cyanodecane �27.10a 0.48 �2.88 �1.62 0.50

C12H24O decyl methyl ketone �96.62a 0.59 �3.15 �0.97 �0.09
a Experimental enthalpies of formation taken from the NIST Web site. b Experimental enthalpies of formation taken from ref 36.

Table 3. Zero Point and Thermal Corrected Mean Absolute
Reaction Energies (kcal/mol) for Different Pople and Dun-
ning Style double- and triple-ζ Basis Setsa,b

basis set CBH-1 CBH-2 CBH-3

6-31þG(d,p) 30.76 1.66 0.79

6-31 g(2df,p) 30.41 1.20 0.91

6-311þþg(3df,2p) 31.00 1.53 0.70

aug-cc-pVDZ 29.67 1.88 0.79

cc-pVTZ 29.93 1.40 0.76

aug-cc-pVTZ 30.02 1.42 0.72
aAll the geometries were optimized at the B3LYP/6-31G(2df,p) level. A
scale factor of 0.9854 was applied to derive the zero point and thermal
energies. bThe M06�2X density functional was used throughout.
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balance for the various heteroatom substituents as well as for
different molecular architectures.
B. Cases When the Reaction Energies Do Not Appropri-

ately Get Balanced.When CBH is constructed for an aromatic
molecule, such as azulene, it is clear that the aromaticity is not
preserved. This leads to imbalances in the reaction energies at
various rungs (see Supporting Information). Similarly, for a
strained bicyclic organic compound such as camphor, the extent
of the ring strain is not exactly balanced upon the construction
of CBH. Thus, the reaction energies do not converge for
such strained molecules at the different rungs (see Supporting
Information).
A molecule such as hexafluoro-2,4-hexadiyne nicely illustrates

the significance of appropriately preserving the electronic

environment in leading to a balance in the reaction energies.
For this diyne, (see Supporting Information) at CBH-2 there is a
considerable imbalance in the reaction energies. However, at
CBH-3 the reaction energy iswell balanced. Apossible reasonmight
be that, in the construction of CBH-2 for hexafluoro-2,4-hexadiyne,
the products side does not involve anymoleculewhich has a fluorine
atom as well as a triple bond in the samemolecule, i.e., the electronic

Figure 5. Pictorially depicting the errors (experiment�theory, vertical
axis, kcal/mol; also see Table 4) for all the molecules used in the test set.
Themolecules listed in the horizontal axis follow the same order as listed
in Table 4. Data are provided here at the M06-2X/6-311þþG(3df,2p)
// B3LYP/6-31G(2df,p) level of theory. Supporting Information pro-
vides the data for rest of the density functionals used.

Figure 6. A comparison of the errors (experiment�theory, vertical axis,
kcal/mol) in the enthalpies of formation of all the molecules used in our
test set at the CBH-3 rung using different density functionals. The
molecules listed in the horizontal axis follow the same order as listed in
Table 4 (and Tables S8�S13 in the Supporting Information).
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environment of hexafluoro-2,4-hexadiyne is not appropriately pre-
served. At CBH-3, the products side does involve a molecule which
has a fluorine atom as well as a triple bond in the samemolecule, and
hence the reaction energy gets balanced at CBH-3.
C. Effect of the Basis Sets. CBH works robustly with both

Pople-style as well as Dunning-style basis sets. Table 3 demon-
strates how the mean absolute values for the reaction energies
converge better as wemove up the hierarchy. CBH performs well
for the double-ζ as well as triple-ζ basis sets, once again
illustrating the enhanced balancing of reaction energies at the
higher rungs of the hierarchy. It is also observed that, for each
rung, the mean absolute reaction energies do not oscillate much
(Table 3) upon changing the basis sets. At CBH-3, for all the
basis sets employed, convergence of the unsigned averages for
the reaction energies toward subkcal/mol is noticed as well.
Thus, even by merely using double- and triple-ζ basis sets
routinely employed by even nonexperts in theory these days, a
very high degree of convergence in the reaction energies is noted,
thereby illustrating the practical utility of CBH.
D. Performance of CBH: Application to Computing En-

thalpies of Formations. Table 4 contains the difference be-
tween the experimentally determined enthalpies of formations
and the computed enthalpies of formation (at 298 K, kcal/mol)
at the various rungs of CBH [M06-2X/6-311þþG(3df,2p)//
B3LYP/6-31G(2df,p) shown with the results for the rest of the
functionals provided in the Supporting Information]. At each
rung, the computed reaction energies have been used in con-
junction with the experimentally determined enthalpies of for-
mation for all themolecules that appear as reactants and products
(at that particular rung). Experimental enthalpies of formation
have been obtained from the NIST Web site and reference.3636

Errors in the computed enthalpies of formation for all the
molecules are shown pictorially in Figure 5 (as well as in the
Supporting Information) for the different rungs of the hierarchy.
For most of the molecules (Table 4, Figure 5, and Supporting

Information), the difference between the experimentally ob-
served enthalpies of formations and the corresponding computed
values (kcal/mol) decreases dramatically as we go fromCBH-1 to
CBH-3. For the M06-2X functional (Table 4), the largest error at
the CBH-3 level (�2.88 kcal/mol) occurs for dibutylamine. It is
interesting to note that a nearly identical error for dibutylamine
occurs for all seven density functionals (Table 4, Supporting
Information). Figure 6 shows the errors in the computed en-
thalpies of formation for all the molecules at the CBH-3 rung for
each of the seven functionals. There is clearly some correlation in
the performance of the different density functionals. This may be
useful in the future to separate the contributions of systematic vs
random errors in such calculated enthalpies of formation.
Table 5 lists the mean absolute errors in the calculated

enthalpies of formation for the 20 molecule test set for the 7
different density functionals used. Substantial improvement is
noted on ascending from CBH-1 to CBH-2 in all cases with the
best results for the B2PLYP functional. As expected, (based on
the smaller changes in reaction energies, Table 1), going up from
CBH-2 to CBH-3 leads to a less dramatic improvement. For all
except the lowest rung BPW91 functional, some improvement is
seen on going from CBH-2 to CBH-3. The most prominent im-
provement is noted with Truhlar’s M05-2X and M06-2X func-
tionals, though Grimme’s B2PLYP double hybrid functional also
has a mean absolute deviation of less than 1 kcal/mol. The mean
absolute deviation from experiment is less than 2 kcal/mol at
both CBH-2 and CBH-3 levels for all the density functionals,

remarkable considering the size of the molecules and the modest
levels of theory used (DFT with DZP or TZP basis sets).
Overall, at the higher rungs of the hierarchy, sub kcal/mol ac-

curacy is readily achieved in the enthalpies of formation as well as
the reaction energies, thus indicating thewidespread utility of CBH.

12. CONCLUSIONS AND SCOPE

In this work, we have developed the connectivity-based hier-
archy (CBH), general and unique for all closed shell organic
molecules. Construction of the hierarchy is straightforward, and
it does not involve any complicated terms. The hierarchy pre-
serves the hybridization and the bond types for all closed shell
organic molecules, thus generalizing the homodesmotic hierar-
chy for closed shell hydrocarbons developed by Wheeler, Houk,
Schleyer, and Allen to all closed shell organic molecules.

Generalization of their hierarchy to all organic molecules,
constructed utilizing predefined reactants and products, presents
the challenge of encompassing the massive structural variety pos-
sible with organic molecules. By employing a physical picture based
merely on the atom connectivity in an organicmolecule, we are able
to generalize our CBH to all closed shell organic molecules, thus
solving a long-standing problem in theoretical thermochemistry.
Ascending up the rungs of CBH offers a greater reaction balance.
We have demonstrated using different density functionals here,
that, with merely using double- or triple-ζ basis sets, satisfactory
reaction energy balance can be obtained. The success of CBH,
however, depends on how well the environment of a molecule is
preserved. Thus in certain cases, such as in aromatic molecules
and strained molecules, when the aromaticity or the ring strain is
not appropriately preserved, the reaction energies do not get
balanced, even at higher rungs of the hierarchy.

Application of CBH to compute enthalpies of formations of
various organic molecules shows that the computed values agree
well with respect to experimentally observed values. We are cur-
rently working on theoretical predictions of thermochemical pro-
perties of a variety of organic molecules using CBH with density
functional theory as well as wave function-based methods.

’ASSOCIATED CONTENT

bS Supporting Information. The performance of all the
molecules in the test set using different functionals are provided.
This material is available free of charge via the Internet at http://
pubs.acs.org.

Table 5. Mean Absolute Errors in the Calculated Enthalpies
of Formation (298 K, kcal/mol) using CBHa,b

density functional CBH-1 CBH-2 CBH-3

BPW91 7.22 1.59 1.68

BMK 4.93 1.29 1.00

B3LYP 7.57 1.56 1.17

M05-2X 2.07 1.37 0.75

M06-2X 2.73 1.73 0.86

TPSSh 7.85 1.30 1.29

B2PLYP 4.21 1.15 0.89
a 6-311þþG(3df,2p) basis set was used throughout. b Experimental
enthalpies of formation taken from the NIST Web site or from ref 36
(see Table 4 for more details).
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ABSTRACT:Ozone and sulfur dioxide are valence isoelectronic yet show very different reactivity. While ozone is one of the most
reactive 1,3-dipoles, SO2 does not react in this way at all. The activation energies of dipolar cycloadditions of sulfur dioxide with
either ethylene or acetylene are predicted here by B3LYP, M06-2X, CBS-QB3, and CCSD(T) to be much higher than reactions of
ozone. The dipolar cycloaddition of ozone is very exothermic, while that of than sulfur dioxide is endothermic. The prohibitive
barriers in the case of SO2 arise from large distortion energies as well as unfavorable interaction energies in the transition states. This
arises in part from theHOMO�LUMOgap of sulfur dioxide, which is larger than that of ozone. Valence bond calculations also show
that while ozone has a high degree of diradical character, SO2 does not, and is better characterized as a dritterion.

’ INTRODUCTION

We have recently computed activation barriers and reaction
energies for 1,3-dipolar cycloaddition reactions (3 þ 2 cy-
cloadditions) of 48 1,3-dipoles1 as part of a general investigation
of the factors that control reactivities in 1,3-dipolar cycloaddi-
tions. We were struck by the very great difference between the
reactivity of ozone, O3, which reacts with virtually all CCmultiple
bonds, and SO2, which is so unreactive that it is not even
considered a 1,3-dipole. This prompted a more detailed inves-
tigation of the various cycloadditions, such as those outlined in
Scheme 1, that these species can undergo, as well as an explora-
tion of the differences in reactivity.

The 1,3-dipolar cycloaddition2 is a powerful synthetic tool
used in materials chemistry,3 drug discovery,4 and chemical
biology.5 Quantum chemistry calculations6 and molecular dy-
namics investigations7 have shown that the 3 þ 2 cycloaddition
of 1,3-dipoles to C�C multiple bonds occurs via a concerted
transition state, as proposed by Huisgen.8

The factors controlling reactivity in 1,3-dipolar cycloadditions
have recently been elucidated.9,12 Frontier molecular orbital
(FMO) theory10 is a successful qualitative reactivity model for
1,3-dipolar cycloadditions. This model commonly involves the
use of approximate quantum mechanical methods and the calcu-
lation of electronic properties of isolated reactants. To evaluate
the cycloaddition reactivity, conceptual density functional theory
and configuration mixing also have been employed.11 We have
found that most of the activation energy of a 1,3-dipolar cy-
cloaddition is due to the distortion of the reactants.11 Interaction
energies, such as FMO effects, slightly reduce these barriers. The
distortion energies of 1,3-dipolar cycloadditions of ethylene and
acetylene and for substituted alkenes and alkynes correlate rather
quantitatively with activation energies.12 Recently, Hiberty de-
monstrated that the diradical character of 1,3-dipoles is related to
computed activation barriers,13 with lower barriers correlated
with more substantial diradical character, but the correlation is
not quantitative.

Ozone (O3), which like all 1,3-dipoles is represented in an all-
octet valence bond structure as a zwitterionic (dipolar) species,14

readily reacts with alkenes and alkynes.15 This reaction is used for
the synthesis of ketones, aldehydes, and epoxides or derivatives.16

Early work employing natural orbital occupation and generalized
valence bond computations showed the significant diradical
character of ozone,17 and ab initio studies have shown that the
1,3-dipolar cycloaddition of ozone occurs via a concerted transi-
tion state.18 Barriers for these reactions are difficult to compute
using standard computational approaches, leading to predicted
activation enthalpies for the cycloaddition of O3 with ethylene
and acetylene ranging from 2 to 18 kcal/mol and 5 to 23 kcal/
mol, respectively.19 Recent high-accuracy focal point extrapola-
tions yielded activation enthalpies for the cycloadditions with
ethylene and acetylene of 5.3 and 9.4 kcal/mol, respectively.20

Sulfur dioxide (SO2), in which the central oxygen atom of
ozone is replaced by sulfur, has the same Lewis structures as
ozone.21 The geometries of SO2 and O3 are similar, with bond
angles of 120� for SO2 and 117� for O3. The bond length of SO2

(1.43 Å) is longer than the bond length of O3 (1.27 Å).22

Scheme 1. Possible Cycloaddition Reactions of Ozone or
Sulfur Dioxide with Ethylene

Received: April 27, 2011
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Althoughmany 3þ 2 cycloadditions of ozone are known, there is
no experimental report of a 3þ 2 cycloaddition of sulfur dioxide
(SO2), and when sulfur dioxide and an alkene or alkyne are
mixed, no dioxathiolane is formed.23

As shown in Scheme 1, there are three possible cycloaddition
pathways for the reaction between SO2 and ethylene. The 3þ 2
cycloaddition generates the 1,3,2-dioxathiolane 1b. A previous
theoretical investigation24 showed that this 3 þ 2 cycloaddition
can proceed on a graphite surface at 900 �C. Although the
reaction energy, ring strain of products,25 and reactivity toward
carbon surfaces26 of SO2 have been studied, the activation energy
of the 3þ 2 cycloaddition of SO2 with simple alkenes or alkynes
has not been reported. The endothermic 2 þ 2 cycloaddition
generates 1,2-oxathietene 2-oxide (2b).24,27 The reverse reaction
of the thermal extrusion of SO2 from 2b is used to generate a
double bond via a proposed concerted pathway.28 The genera-
tion of 2 þ 1 cycloaddition product thiirane 1,1-dioxide (3b) is
also endothermic.27 Oxidation of thiirane by oxone gives 3b,
which is a general method to prepare thiirane 1,1-dioxide.29 The
thermal extrusion of SO2 from 3b gives the alkene.30 The
methanolysis of complex 3b is used to generate methyl
2-methoxyethanesulfinate.31 In the present work, we focus on
the different reactivities of ozone and sulfur dioxide in 3 þ 2
cycloadditions.

’COMPUTATIONAL METHODS

Optimized geometries, reaction barriers, and reaction energies
were computed at the B3LYP/6-311þG(d), M06-2X/6-311þG-
(d), CBS-QB3, and CCSD(T)/cc-pV(Tþd)Z levels of theory.
B3LYP32 is the most widely used hybrid generalized gradient
approximation (GGA) functional.33 M06-2X is a recently devel-
oped hybrid meta GGA functional parametrized for nonmetal
atoms.34 It has been benchmarked against a number of main-group
energetic databases and is suitable formain-group thermochemistry
and kinetics,35 provided that adequate integration grids are used.35c

The complete basis set (CBS) methods36 strive to eliminate er-
rors that arise from basis set truncation in quantum mechanical
calculations by extrapolating to the CBS limit by exploiting theN1�

asymptotic convergence of MP2 pair energies calculated from pair
natural orbital expansions. In particular, CBS-QB3 uses B3LYP/6-
311G(2d,d,p) geometries and frequencies37 followed by CCSD-
(T), MP4(SDQ), and MP2 single-point calculations and a CBS

extrapolation.36 While ordinarily reliable, CBS-QB3 has previously
been shown to predict anomalous activation energies in some
cases,38 including for 1,3-dipolar cycloadditions of ozone to
ethylene and acetylene.20 These errors have been shown20 to arise
from the exclusive reliance on MP2 to recover basis set effects.
Consequently, in this work, geometries and energies were also
computed using CCSD(T)39 paired with the cc-pV(Tþd)Z basis
set.40a At this level of theory, benchmark values20 for the reaction
barriers of O3 þ C2H2 and C2H4 are reproduced within 0.5 kcal/
mol, and the corresponding reaction energies are within 1.0 kcal/
mol. Use of this modified form of the standard cc-pVTZ basis set of
Dunning40b has been shown to be necessary to achieve qualitatively
correct geometries and energies for some sulfur-containing
molecules.40c All B3LYP, M06-2X, and CBS-QB3 calculations
were performed here using the Gaussian 09 package,41 while the
CCSD(T) calculations were performed using CFOUR.42

Reported molecular orbital energies were evaluated at the
RHF/6-311þþG(2d,p) level of theory to avoid the poor
estimates for ionization potentials of small molecules provided
by Kohn�Sham orbitals. The large basis set also can give better
estimates of unoccupied orbital eigenvalues.43

Finally, the diradical character of various species was quanti-
fied using valence bond (VB) theory,44 a powerful tool to
calculate the weights of VB structures for 1,3-dipoles.13,45 Here
the D-BOVB46 approach was used to calculate the weights of VB
structures for ozone and sulfur dioxide. The VB calculations were
carried out with the Xiamen VB (XMVB) package.47

’RESULTS AND DISCUSSION

1. Competition of the Dipolar Cycloaddition Reactivity
between Ozone and Sulfur Dioxide. The geometries of the
transition states and products for the dipolar cycloaddition of
ozone and sulfur dioxide with ethylene and acetylene are shown
in Scheme 2. Ozone (4) reacts with ethylene to form the primary
ozonide 1a via transition state 5-ts. In this transition state, the
O�O bond length increases by 0.02 Å, and the O�O�O bond
angle is reduced about 5�, compared to isolated O3. The forming
C�O bond is 2.19 Å. In product 1a, the O�O bond is increased
to 1.44 Å, and the bond angle is reduced to 101�. The activation
energy for the dipolar cycloaddition of ozone and ethylene is
known to be only 3.4 kcal/mol,20 and as seen in Table 1, all but
the CCSD(T) method underestimate this value. The reaction is

Scheme 2. Geometries of Ozone, Sulfur Dioxide, and the Transition States and Cycloadducts of 1,3-Dipolar Cycloadditions with
Ethylene and Acetylene Calculated by the CCSD(T)/cc-pV(Tþd)Z Method
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highly exothermic (ΔE =�56.4 kcal/mol),20 and CBS-QB3 and
CCSD(T) predict values in qualitative agreement with this
benchmark result. B3LYP yields a similar prediction (�57.7
kcal/mol), while theM06-2X reaction energy is about 20 kcal/mol
too exothermic.
Sulfur dioxide reacts with ethylene to form cycloadduct 1b via

transition state 9-ts. The O�S bond length increases 0.10 Å in
the transition state, and the O�S�O angle is reduced by 20�.
The forming C�O bond is 1.90 Å. These geometric differences
demonstrate that the transition state 9-ts is significantly later
than 5-ts. B3LYP and M06-2X predict an activation energy of 40
kcal/mol, and the CBS-QB3 and CCSD(T) data are higher still
by about 10 kcal/mol. In the geometry of dipolar cycloaddition
product 1b, the O�S bond length increased to 1.66 Å, and the
O�S�O bond angle is reduced to 92�. These geometric distor-
tions going from reactant to product are more severe than for
ozone. CBS-QB3 and CCSD(T) predict that the dipolar cy-
cloaddition of sulfur dioxide with ethylene is endothermic by
17.1 and 13.7 kcal/mol, respectively. The endothermicity of this
reaction is consistent with the late transition state. M06-2X, on
the other hand, predicts that this reaction is exothermic by 12.2
kcal/mol.
The dipolar cycloadditions of ozone and sulfur dioxide with

acetylene follow the same trends as ethylene. Transition state 10-
ts is significantly later than 6-ts, and the activation energy of the
dipolar cycloaddition between sulfur dioxide and acetylene is
about 41�48 kcal/mol higher than between ozone and acetylene.
The predicted reaction energy for the dipolar cycloaddition of O3

to acetylene is 56�70 kcal/mol more exothermic than for SO2.
2. Distortion and Interaction of the Dipolar Cycloaddition

Reactivity between Ozone and Sulfur Dioxide. For bimole-
cular reactions, distortion�interaction energy analysis is a pow-
erful tool to explain reactivity trends.12,48 In this analysis, the total
activation energy (ΔEq) is decomposed into the sum of distor-
tion energy (ΔEdist) and interaction energy (ΔEint) between
distorted reactants (see Figure 1).
Table 2 shows the distortion energies and interaction energies

of the transition states (5-ts, 6-ts, 9-ts, and 10-ts). The CCSD(T)
calculations show that for the dipolar cycloaddition of ozone with
ethylene (5-ts), the distortion energy is 4.0 kcal/mol and the
interaction energy is�0.3 kcal/mol. For the dipolar cycloaddition
between sulfur dioxide and ethylene (9-ts), the distortion energy
is 30 kcal/mol larger and the interaction energy is repulsive by
16.5 kcal/mol. The results for the cycloaddition to acetylene
follow the same trend; both the distortion and interaction
energies of the dipolar cycloaddition between sulfur dioxide and
acetylene are larger than between ozone and acetylene. Although

the other theoretical methods (B3LYP, M06-2X, and CBS-QB3)
give somewhat different distortion and interaction energies, the
overall trends hold across each of these levels of theories.
To shed further light on the disparate behavior of O3 and SO2

in dipolar cycloadditions, the distortion and interaction energies
have been computed along the reaction pathway at the B3LYP
level of theory, using the forming C�O bond distances as a
reaction coordinate (see Figure 2). As shown in Figure 2, as long
as the forming C�O bonds are longer than 2.0 Å, the distortion
energies for O3 and SO2 are essentially the same. As the C�O
bond decreases below 2.0 Å, the distortion energy of the reaction
of sulfur dioxide climbs higher than for ozone. In contrast to SO2,
the interaction energy for the reaction of ozone is negative
throughout the reaction pathway and drops off rapidly as the
C�O bond shortens. The transition state, which occurs when
d(ΔEdist)/drþ d(ΔEint)/dr = 0, occurs at a C�Obond length of
2.30 Å. The interaction between sulfur dioxide and ethylene is
unfavorable at long range. As the C�O distance decreases, the
repulsion between sulfur dioxide and ethylene increases, until the
forming C�O bond reaches 2.15 Å. The maximum of the
interaction energy is about 23 kcal/mol at the B3LYP level,
and this value is expected to be larger at the CCSD(T) level of
theory. The transition state occurs at a C�O distance of 1.94 Å,
at which point the interaction energy is still highly unfavorable.
This positive interaction energy, along with the large distor-
tion energy associated with a late transition state, leads to the
prohibitive reaction barrier for the dipolar cycloaddition of SO2

to ethylene.

Table 1. Activation Energies and Reaction Energies for the
1,3-Dipolar Cycloaddition of Ozone and Sulfur Dioxide to
Ethylene and Acetylene

B3LYP CBS-QB3 M06-2X CCSD(T)

5-ts �1.5 0.3 �1.3 3.6

1a �57.7 �55.1 �74.9 �57.3

6-ts 2.7 4.7 2.9 8.0

7 �65.6 �60.9 �79.2 �64.1

9-ts 39.9 49.4 39.3 51.0

1b 2.0 17.1 �12.2 13.7

10-ts 43.2 52.6 43.6 54.7

11 �10.0 8.6 �20.7 4.1

Figure 1. The relationship between activation, distortion, and interac-
tion energies.

Table 2. Distortion Energies and Interaction Energies of the
Transition States 5-ts, 6-ts, 9-ts, and 10-ts

B3LYP CBS-QB3 M06-2X CCSD(T)

Edist Eint Edist Eint Edist Eint Edist Eint

5-ts 3.6 �5.1 1.4 �1.1 3.7 �5.0 4.0 �0.3

6-ts 6.6 �3.8 3.5 1.2 5.9 �3.0 6.3 1.7

9-ts 33.0 6.9 36.1 13.3 29.8 9.5 34.5 16.5

10-ts 33.2 10.0 35.2 17.4 32.1 11.5 35.7 19.1
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3.Molecular Orbital Analysis of Ozone and Sulfur Dioxide.
There is no simple way to explain the distortion�interaction
energies and the reactivity in dipolar cycloadditions, but molec-
ular orbital theory provides some insight.12a The molecular
orbitals and orbital energies of ozone and sulfur dioxide are
shown in Figure 3. The gap between the highest occupied
molecular orbital (HOMO) and lowest unoccupied molecular
orbital (LUMO) for the ground state of ozone is 13.8 eV at the
RHF/6-311þþG(2d,p) level. The HOMO of ground state SO2

is 1.0 eV lower than ozone and the LUMO is 0.8 eV higher,
leading to a HOMO�LUMO gap for SO2 that is 1.8 eV larger
than that of ozone. These differences in HOMO�LUMO gaps
help explain the differences in interaction energies displayed in
Figure 2 and Table 2. The high energy level of the HOMO is
responsible for the pseudodiradical character of ozone and
increases the reactivity. As shown below, both distortion and
interaction energies are influenced by the HOMO�LUMO gaps
of reactants.
As shown in Figure 4, a schematic diagram of the molecular

orbital of ozone and sulfur dioxide explains why the LUMO of
ozone is lower than that of sulfur dioxide, and the HOMO of
ozone is higher than that of sulfur dioxide. For both ozone and
sulfur dioxide, the delocalized π bond can be separated into two
parts: the p orbitals of the two terminal oxygen atoms (Figure 4,
column c) and the p orbital of the center oxygen (Figure 4,
column a) or sulfur (Figure 4, column e) atom. The p orbital of
the two terminal oxygen atoms can combine into symmetric or
antisymmetric combination to form orbital πO�O and π*O�O. In
ozone, the p orbital of the center oxygen atom has the same
symmetry and similar energy as the πO�O orbital, and thus it
forms the π1a and π3a orbital with the πO�O orbital in ozone
(Figure 4, column b), and the π*O�O orbital forms the π2a

orbital. For sulfur dioxide, the energy level of the 3p orbital of
sulfur atom is higher than the 2p orbital of the oxygen atom. The
combination of pS orbital and πO�O orbital forms the π1b and
π3b orbitals (Figure 4, column d). The energy level of π3b is
higher than that ofπ3a because the pS orbital is higher than the pO
orbital. In Figure 3, it can be seen that the weight of the sulfur

orbital (64.6%) in the π3b orbital is higher than the weight of the
oxygen orbital (45.8%) in π3a, and the weight of the sulfur orbital
(44.4%) in the π1b orbital is lower than the weight of the oxygen
orbital (64.4%) inπ1a. Atomic sulfur has an unoccupied d orbital,
although the energy level of it is high.49 The symmetry of one d
orbital of sulfur atom is the same as the π*O�O orbital, and they
form the π2b orbital. Consequently, the energy level of the π2b

orbital is lower than that of π2a orbital. In molecular orbital π2b,
the weight of the d orbital of sulfur is 5.0%.
4. The Singlet�Triplet Gap of Ozone and Sulfur Dioxide.

Previous theoretical investigations of 1,3-dipolar cycloadditions
showed that the activation energy is determined by the avoided
crossing of the singlet ground state of the 1,3-dipole and

Figure 2. Distortion, interaction, and total energies along the reaction
pathways of the dipolar cycloadditions between ozone or sulfur dioxide
and ethylene. The solid lines are the reaction energies. The dotted lines
are the distortion energies. The dashed lines are the interaction energies.

Figure 3. The molecular orbitals of ozone and sulfur dioxide at the
reactant and transition state geometries. The values in parentheses are
the orbital levels in eV. The percentages are the weight of the atomic
orbitals in the ground state molecular orbitals.

Figure 4. Schematic diagram of the molecular orbital of ozone and
sulfur dioxide.
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dipolarophile leading to the triplet excited state of the cycload-
duct and the excited state triplet of the reactants leading to the
ground state singlet of the product.5c,5d For the dipolar cycload-
dition with simple dipolarophiles, the transition state is typically
correlated with the singlet�triplet energy gap of the 1,3-dipole.
Lower singlet�triplet energy gaps for the 1,3-dipole correlates
with an earlier transition state, lower activation energy, and a
more exothermic reaction energy.50

Optimized (ΔEo) and vertical (ΔEv) singlet�triplet gaps for
O3 and SO2 are given in Table 3. Although the different theo-
retical methods give different values, the relative singlet�triplet
energy gap of ozone and sulfur dioxide is almost the same across
all four levels of theory considered. ΔEo for ozone is 34.3 kcal/
mol at the CCSD(T) level of theory. ΔEo for sulfur dioxide is
38.9 kcal/mol higher, explaining the earlier transition state, lower
activation energy, and greater exothermicity for cycloadditions of
ozone versus SO2.
5. The Hydrogenation Energy of Ozone and Sulfur Diox-

ide.To investigate the strength of theπ-bonds in ozone and SO2,
hydrogenation energies were computed. As shown inTable 4, the
first hydrogenation (ΔE1) yields H�O�X�O�H (X =O or S),
which no longer has a delocalizedπ bond.ΔE1 for ozone is about
50 kcal/mol more exothermic than for sulfur dioxide. The
hydrogenation of H�O�X�O�H (ΔE2) breaks one of the
O�X (X = O or S) bonds.ΔE2 for ozone is again about 50 kcal/
mol more exothermic than for sulfur dioxide. The hydrogenation
energies show that both the delocalized π bond and O�X σ
bond of sulfur dioxide is significantly stronger than those of
ozone. This enhanced stability of sulfur dioxide contributes to its
reduced reactivity compared to ozone.
6. The Diradical Character of Ozone and Sulfur Dioxide. In

the VB theory study of Hiberty, the reactivity of 1,3-dipoles in
dipolar cycloaddition was qualitatively related to the diradical
character of the 1,3-dipoles.13 The six VB structures of ozone and
sulfur dioxide are shown in Figure 5. For ozone, the dominant VB

structure is the diradical structure 4a, and ozone shows 49.5%
diradical character. The weight of the sum of the traditional all-
octet dipolar VB structures 4b and 4c is 44.2%. In other words,
ozone has about half diradical and half zwitterionic character. For
sulfur dioxide, the weight of the diradical VB structure 8a is only
2.4%. The weight of the sum of the traditional all-octet dipolar
VB structures 8b and 8c is 36.0%. The weight of dicationic sulfur
VB structure 8f is largest. Thus, although sulfur dioxide has both
zwitterionic and dicationic character, the diradical character of
sulfur dioxide is very weak, providing further explanation for the
reduced reactivity of sulfur dioxide compared to ozone.
The characterization of SO2 as dominated by a VB structure

with a central dication is corroborated by NPA calculations
(see Figure 6). In particular, the NPA charge on sulfur is
1.522, with the two terminal oxygen atoms carrying charges of
�0.761. This accumulation of negative charge on the oxygen
atoms, which is significantly reduced in O3, is one source of
the repulsive electrostatic interaction between SO2 and an
approaching dipolarophile.
7. The Stability of 2þ 2 and 2þ 1 Cycloaddition Products.

Finally, to assess the thermodynamic viability of other cycloaddi-
tions of ozone and SO2 to ethylene and acetylene, the 2 þ 2 and
2 þ 1 cycloaddition products have been predicted (see Table 5).
The 2 þ 2 cycloaddition between ozone and ethylene forms
complex 13. At the CCSD(T)/cc-pV(Tþd)Z level of theory, a

Table 3. Optimized (ΔEo) and Vertical (ΔEv) Singlet�
Triplet Gap of O3 and SO2

a

B3LYP CBS-QB3 M06-2X CCSD(T)

ΔEo(O3) 21.6 30.9 24.2 34.3

ΔEv(O3) 28.6 41.5 32.4 40.3

ΔEo(SO2) 61.0 70.6 66.3 73.2

ΔEv(SO2) 67.6 76.6 73.4 79.0
aThe values of the O�O andO�S bond lengths in the ground state and
excited state are also given in Å.

Table 4. Hydrogenation Energies of Ozone and Sulfur
Dioxide

B3LYP CBS-QB3 M06-2X CCSD(T)

ΔE1(O3) �61.5 �56.3 �74.3 �63.6

ΔE2(O3) �63.4 �66.6 �66.3 �70.3

ΔE1(SO2) �12.7 4.6 �21.1 �4.0

ΔE2(SO2) �18.6 �17.2 �18.7 �20.2

Figure 5. Weight of VB structures for ozone and sulfur dioxide.

Figure 6. Electrostatic potential of ozone and sulfur dioxide. The
natural population analysis (NPA) charges are given in parentheses.

Table 5. Reaction Energies (kcal/mol) for 3 þ 2 (1), 2 þ 2
(2), and 2 þ 1 (3) Cycloadditions of Ozone (a) and Sulfur
Dioxide (b) to Ethylene

B3LYP CBS-QB3 M06-2X CCSD(T)

1a �57.7 �55.1 �74.9 �57.3

2a �17.3 �19.1 �19.4 �
3a 67.3 72.5 52.1 54.8

1b 2.0 17.1 �12.2 13.7

2b 5.0 10.6 �4.2 9.1

3b 30.1 21.3 19.4 21.0
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stationary point corresponding to this cycloadduct could not be
located, and all optimizations gave a ring-opened diradical species.
This structure is a minimum on the B3LYP and M06-2X poten-
tial energy surfaces, and the B3LYP geometry is presented in
Scheme 3. At all levels of theory considered, these 2 þ 1 and
2þ 2 cycloadducts are less favorable energetically than the corre-
sponding 3þ 2 cycloadditions, except for the 2þ 2 cycloaddition
of SO2 to ethylene. When the center atom of the 1,3-dipole is
an oxygen atom, the 2 þ 2 and 2 þ 1 cycloaddition species (2a
and 3a) are 35 and 112 kcal/mol less stable than the 3 þ 2
cycloaddition product 1a. When the center atom of the 1,3-dipole
is a sulfur atom, the 2þ 2 cycloaddition species 2b is 4.6 kcal/mol
more stable than 3 þ 2 cycloaddition product 1b, and the 2 þ 1
cycloaddition species 3b is only 7.3 kcal/mol less stable than 1b.
Therefore, on thermodynamic grounds, adduct 2b is the expected
intermediate in cycloadditions of sulfur dioxide and ethylene;
indeed, such species have been established as intermediates in
reactions of SO2 with dienes by Vogel and co-workers.

27

’CONCLUSIONS

Ozone and sulfur dioxide show very different reactivities in 1,3-
dipolar cycloadditions. In particular, while O3 undergoes facile
addition to ethylene and acetylene, the barriers for the correspond-
ing reactions of SO2 are 40 kcal/mol larger. Moreover, the highly
exothermic nature of the cycloaddition of ozone to C�Cmultiple
bonds is not mimicked by SO2, for which accurate CCSD(T)
calculations predict reactions with ethylene and acetylene that are
uphill by 14 and 4 kcal/mol, respectively. These stark differences
in reactivity can be understood from a number of perspectives. In
particular, we have shown that unfavorable interaction energies
between SO2 and an approaching dipolarophile, which emanate in
part from the large charge separation in SO2, paired with large
distortion energies in the cycloaddition transition state lead to the
large predicted reaction barriers. Alternatively, these differences in
reactivity can be understood in terms of the enhanced stability of
both the π- and σ-bonds of SO2 compared to O3, the reduced
diradical character of SO2 compared to O3, or the increased
HOMO�LUMO gap in SO2 compared to O3. At the CBS-QB3
and CCSD(T)/cc-pV(Tþd)Z levels of theory, the 2 þ 2
cycloadduct of SO2 with ethylene (3b) is thermodynamically
favored over the 1,3-dipolar cycloaddition product and is the
expected intermediate in cycloadditions of SO2 with ethylene.
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ABSTRACT: The dissociation of Nb2(CO)12 into two Nb(CO)6 units is predicted to require ∼13 kcal/mol so that Nb2(CO)12
rather than Nb(CO)6 is the anticipated initial oxidation product of the known Nb(CO)6

� anion. This differs from the
corresponding vanadium carbonyl chemistry where V(CO)6 rather than V2(CO)12 is found experimentally to be the oxidation
product of V(CO)6

�. The lowest energy Nb2(CO)12 structure consists of two Nb(CO)6 fragments joined by a Nb�Nb bond of
∼3.4 Å length so that each niobium atom is heptacoordinate, counting the metal�metal bond. These niobium coordination
polyhedra can be approximated by capped octahedra. Among unsaturated binuclear niobium carbonyls the lowest energy
Nb2(CO)11 structure has a formal four-electron donor bridging η2-μ-CO group and a formal Nb�Nb single bond rather than
only two-electron donor carbonyl groups and a formal NbdNb double bond. The Nb2(CO)11 structures with formal NbdNb
double bonds and exclusively two-electron donor carbonyl groups lie more than 13 kcal/mol above this low-energy Nb2(CO)10(η

2-
μ-CO) structure. However, Nb2(CO)11 is predicted to be thermodynamically disfavored, owing to disproportionation into
Nb2(CO)12 þ Nb2(CO)10, a slightly exothermic process by ∼4 kcal/mol. The Nb2(CO)10 structures with formal NbtNb triple
bonds and all two-electron donor carbonyl groups appear to be particularly favorable, as suggested by high CO dissociation energies
and viability toward disproportionation. Such structures are isolobal with Cp2Mo2(CO)4, which was the first stable metal carbonyl
to be discovered with a short metal�metal distance, corresponding to a formal triple bond. Considerably higher energy Nb2(CO)10
structures (by more than 20 kcal/mol) have two four-electron donor bridging carbonyl groups and long niobium�niobium
distances. Such structures can be considered to consist of a bidentate Nb(CO)6 “ligand” coordinating to a Nb(CO)4 unit through
the two η2-μ-CO groups.

1. INTRODUCTION

The 18-electron rule has played an important rule in the
structure and bonding in simple metal carbonyls.1,2 Thus, the
well-known simple binary carbonyls of the first row transition
metals from chromium to nickel, inclusive, namely, Cr(CO)6,
Mn2(CO)10, Fe(CO)5, Co2(CO)8, and Ni(CO)4, all obey the
18-electron rule. However, difficulties arise when applying the
18-electron rule to neutral binary carbonyls of the early transition
metals of groups 4 and 5 because of the large numbers of carbonyl
groups required to give the central metal the favored 18-electron
configuration. Thus, the only binary carbonyl of vanadium which
has been isolated3 is the 17-electron complex V(CO)6. The
hypothetical binuclear complex V2(CO)12 with a V�V bond has
seven-coordinate vanadium atoms and is unstable with respect to
dissociation to mononuclear V(CO)6, as suggested by both
theory4 and experiment.5 No neutral binary carbonyls of titanium
have been isolated, although the anion Ti(CO)6

2� with an 18-
electron configuration for the central titanium has been isolated
as a potassium-2,2,2-cryptate salt.6 However, recent theoretical
studies suggest that the titanium carbonyl species observed
spectroscopically in low temperature matrices7,8 is the hepta-
coordinate Ti(CO)7 in which the titanium atom has the favored
18-electron configuration. However, Ti(CO)7 appears to be
unstable under ambient conditions.

The existence of binary carbonyls of the early second and third
row transition metals might be expected to be more favorable
than that of the corresponding first row transition metals. Thus,
the larger sizes of the second and third row metals might be
expected to favor the larger coordination numbers required to
accommodate enough carbonyl groups to give the central metal
atoms the favored 18-electron configurations. However, no
neutral binary carbonyl derivatives of zirconium, niobium, haf-
nium, or tantalum are known despite the fact that they are
potentially accessible by mild oxidation of the known anions
M(CO)6

2� (M= Zr,9 Hf10) andM(CO)6
� (M=Nb,11 Ta12), all

of which have the favored 18-electron configuration of the central
metal atom. Such a synthetic method is analogous to the known
method3 for synthesizing the neutral V(CO)6 from the anion
V(CO)6

�. In this case, the hydride HV(CO)6 initially formed by
acidification of V(CO)6

� with a nonoxidizing acid such as
phosphoric acid spontaneously evolves hydrogen to give directly
the neutral V(CO)6. However, neither neutral Nb(CO)6 nor its
dimer Nb2(CO)12 has yet been reported as an oxidation product
of the known Nb(CO)6

�. The experimental conditions tried so
far13 have had halide present so that the products are the niobium
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carbonyl halide anions [Nb2(μ-X)3(CO)8]
� (X = Cl, Br, I).

However, binary niobium carbonyl derivatives have been gener-
ated in low-temperature neon matrices from laser ablated
niobium atoms and carbon monoxide.14

This paper reports theoretical studies on the binuclear nio-
bium carbonyl derivatives Nb2(CO)n (n = 12, 11, 10) with
particular focus on the following points:
(1) Does the larger size of niobium relative to vanadium favor the

binuclear species Nb2(CO)12 with at least seven-coordinate
niobium and an 18-electron configuration for the niobium
over the mononuclear Nb(CO)6 with a 17-electron config-
uration for the niobium? The tendency for niobium to favor
larger coordination numbers than vanadium in metal carbo-
nyls is shown by a recent gas phase study of the M(CO)n

þ

cations generated in amolecular beamby laser vaporization.15

The vanadium system forms exclusively the hexacoordinate
V(CO)6

þ with a 16-electron configuration. However, the

niobium system forms both the hexacoordinate Nb(CO)6
þ

with a 16-electron configuration and the heptacoordinate
Nb(CO)7

þ with an 18-electron configuration.
(2) Are there viable structures for Nb2(CO)10 where the

possibility of a formal NbtNb triple bond can lead to a
structure with the favored 18-electron configuration with
a possible metal coordination number of six? There is
some evidence,4 for the formation of an analogous
vanadium derivative V2(CO)10 in the photolysis of gas-
phase V(CO)6.

16

2. THEORETICAL METHODS

Density functional theory (DFT) appears to be a powerful and
effective computational tool to study organometallic comp-
ounds.17�32 In this connection, two different density functional
theory (DFT) methods were used in the present study. The first

Table 1. Total Energies (E in hartrees), Relative Energies (ΔE in kcal/mol), Numbers of Imaginary Vibrational Frequencies
(Nimag), and Nb�Nb Distances (in Å) for the Lowest-Energy Nb2(CO)12 Structures

12S-1 (C2) 12S-2 (D2) 12S-3 (D3d) 12S-4 (C2v)

MPW1PW91 E �1474.01069 �1474.01055 �1473.99678 �1473.98066

ΔE 0.0 0.09 8.7 18.8

Nimag 0 1 (17i) 2 (19i, 19i) 3 (200i, 17i, 11i)

Nb�Nb 3.361 3.353 3.611 3.402

BP86 E �1474.58661 �1474.58652 �1474.57691 �1474.56636

ΔE 0.0 0.06 6.1 12.7

Nimag 0 1 (19i) 2 (10i, 10i) 2 (145i, 13i)

Nb�Nb 3.429 3.431 3.668 3.439

Figure 1. Optimized geometries of Nb2(CO)12. The distances are given in Å. The upper numbers were determined by the MPW1PW91 method and
the lower distances by the BP86 method.
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DFTmethod is theBP86method,which usesBecke’s 1988 exchange
functional (B) with Perdew’s 1986 gradient corrected correlation
functional method (P86).33,34 The second DFT method is a newer
generation functional, MPW1PW91, which is a combination of the
modified Perdew�Wang exchange functional with Perdew�Wang’s
91 gradient-correlation functional.35 This MPW1PW91 functional
has been shown to be better than the first generation functionals for
some heavy transition metal compounds.36

The Stuttgart/Dresden double-ζ (SDD) basis set with an
effective core potential (ECP)37,38 was used for the niobium atoms.
In this basis set, the 28 core electrons for the niobium atoms are
replaced by an effective core potential (ECP), and the valence basis
set is contracted from (8s7p6d) primitive sets to (6s5p3d). The
effective core approximation includes scalar relativistic contribu-
tions, which become significant for the heavy transitionmetal atoms.
For the C and O atoms, the all-electron DZP basis sets are used.
They are Huzinaga�Dunning contracted double-ζ sets39,40 plus a
set of spherical harmonic d polarization functions with the orbital
exponents Rd(C) = 0.75 and Rd(O) = 0.85. The DZP basis sets for
C and O atoms may be designated as 9s5p1d/4s2p1d.

The geometries of all structures were fully optimized using the
MPW1PW91 and BP86 methods, and the vibrational frequencies
were determined by evaluating analytically the second derivatives of
the energy with respect to the nuclear coordinates. The correspond-
ing infrared intensities were also evaluated analytically. All of the
computations were carried out with the Gaussian 03 and Gaussian
09 programs,41 exercising the fine grid option (75 radial shells, 302
angular points) for evaluating integrals numerically, while the tight
designation is the default for the self-consistent field (SCF) con-
vergence. For structures with small imaginary frequencies, the finer
grid (120, 974) is used for the further confirmation.

In the search for minima, low magnitude imaginary vibrational
frequencies are suspect, because of significant limitations in the
numerical integration procedures used in standard DFT computa-
tions. Thus, imaginary vibrational frequencieswith amagnitudes less
than 50i cm�1 are considered questionable. In less critical cases, we
do not follow the eigenvectors corresponding to imaginary frequen-
cies less than 50i cm�1 in search of another minimum.42

In the present study, the MPW1PW91 and BP86 methods
agree with each other fairly well in predicting the structural
characteristics of the Nb2(CO)n derivatives (n = 12, 11, 10).
However, the BP86 method was used in previous work20,43 to
predict ν(CO) frequencies closer to the experimental values.

3. RESULTS

3.1. Nb2(CO)12. A total of 11 structures for Nb2(CO)12 were
investigated. However, only four of these structures lie within

20 kcal/mol of the global minimum 12S-1 and are discussed in
detail in this paper. All of these structures are singlet (S = 0)
electronic states. Attempts to optimize triplet Nb2(CO)12 struc-
tures led instead to mononuclear fragments Nb(CO)6.
The global minimum 12S-1 for Nb2(CO)12 (Figure 1 and

Tables 1 and 2) is a C2 structure with 12 terminal CO groups.
This structure is predicted to have all real vibrational frequencies
by both the MPW1PW91 and BP86 methods. The Nb�C
distances fall in the range of 2.087 to 2.158 Å (MPW1PW91)
or 2.091 to 2.165 Å (BP86). The inward Nb�C distances of
structure 12S-1 are all slightly longer than outward Nb�C
distances, probably caused by steric hindrance between the
inward Nb�C bonds. The six unique Nb�C�O angles are in
the range of 170.8� to 179.4� (MPW1PW91) or 169.3� to 178.9�
(BP86), which is close to linearity except for the two inward
Nb�C�Obonds. All CO distances in 12S-1 are close to 1.150 Å,
which is within the normal range. The Nb�Nb distance in 12S-1
is predicted to be 3.361 Å (MPW1PW91) or 3.429 Å (BP86),
consistent with the Nb�Nb single bond required to give each
niobium atom the favored 18-electron configuration.
The second stationary point ofNb2(CO)12 is12S-2, which is also

an unbridged structure, but with higher symmetry than 12S-1, i.e.,
D2 for 12S-2 versus C2 for 12S-1 (Figure 1 and Table 1). Structure
12S-2 lies only 0.09 kcal/mol (MPW1PW91) or 0.06 kcal/mol
(BP86) above 12S-1 (Figure 1 and Table 1). Furthermore, 12S-2
has a very small-magnitude imaginary vibrational frequency of
17i cm�1 (MPW1PW91) or 19i cm�1 (BP86). Following the
corresponding normal mode leads to 12S-1 (C2 symmetry). The
Nb�C distances in 12S-2 fall in the range of 2.100�2.161 Å. For
the eight inward CO groups (two equivalent sets), the Nb�Nb�C
angles are 75.2� and 85.8� (MPW1PW91) or 73.5� and 86.8�
(BP86). The Nb�Nb distance of 12S-2 is predicted to be 3.353 Å
(MPW1PW91) or 3.431 Å (BP86). This Nb�Nb distance is close
to that of 12S-1 and can also be interpreted as the formal Nb�Nb
single bond required to give each niobium atom the favored 18-
electron configuration.
The third energetically low-lyingNb2(CO)12 structure 12S-3 lies

8.7 kcal/mol (MPW1PW91) or 6.1 kcal/mol (BP86) above 12S-1
(Figure 1 and Table 1). Structure 12S-3 is another unbridged
(CO)6Nb�Nb(CO)6 structure, but with D3d symmetry. Structure
12S-3 is predicted to have negligible doubly degenerate imaginary
vibrational frequencies at 19i cm�1 (MPW1PW91) or 10i cm�1

(BP86). Following one of the corresponding normal modes leads
first to the D2 structure 12S-2 and then to the C2 structure 12S-1.
TheNb�Nbdistance in12S-3 is 3.611Å(MPW1PW91) or 3.668Å
(BP86), which is ∼0.3 Å longer than that of 12S-1 and thus
suggests a relatively weak single bond. For the six inward
CO groups in 12S-3, the Nb�C distances are 2.139 Å

Table 2. Infrared ν(CO) Vibrational Frequencies (cm�1) Predicted by the BP86 Method for the Nb2(CO)12 Structures
a

BP86

12S-1 (C2) 1937 (307), 1944 (374), 1945 (300), 1959 (574), 1960 (714), 1963 (419)

1973 (185), 1983 (1783), 1984 (38), 1990 (2433), 2019 (1730), 2067 (4)

12S-2 (D2) 1945 (13), 1949 (1), 1955 (842), 1960 (0), 1961 (891), 1969 (416)

1970 (0), 1972 (0), 1977 (2169) 1985 (2817), 2019 (1709), 2065 (0)

12S-3 (D3d) 1937 (0), 1937 (0), 1945 (703), 1961 (0), 1968 (1366), 1968 (1367)

1973 (1867), 1973 (1867), 1977 (0), 1977 (0), 2019 (3122), 2069 (0)

12S-4 (C2v) 1829 (402), 1836 (118), 1946 (246), 1959 (1208), 1962 (19), 1968 (0)

1973 (13), 1977 (2761), 1981 (2715), 1983 (171), 2019 (2226), 2064 (15)
a Infrared intensities are in parentheses (in km/mol). The bridging CO frequencies are in bold.
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(MPW1PW91) or 2.149 Å (BP86), and the corresponding
Nb�Nb�C angles are 69.7� (MPW1PW91) or 69.9� (BP86).
For the six outward CO groups, the Nb�C distances are 2.148 Å
(MPW1PW91) or 2.149 Å (BP86), and the relevant Nb�Nb�C
angles are 125.9� (MPW1PW91) or 126.3� (BP86). The local
coordination of each niobium atom in 12S-3 (including the
Nb�Nb bond) approximates a C3v capped octahedron. The
Nb�C�O angles for the six outward CO groups are nearly
linear, i.e., 178.6� (MPW1PW91) or 178.1� (BP86), while the
Nb�C�O angles for the six inward CO groups are slightly bent,
i.e., 172.4� (MPW1PW91) or 171.6� (BP86), probably owing to
steric interactions.
The fourth Nb2(CO)12 structure, namely, the C2v structure

12S-4 (Figure 1 andTable 1), lies 18.8 kcal/mol (MPW1PW91) or
12.7 kcal/mol (BP86) above the global minimum 12S-1. Structure
12S-4 is a doubly bridged structure, (OC)5Nb(μ-CO)2Nb(CO)5.
The Nb�C distances to the two bridging CO groups are 2.369 Å
(MPW1PW91) or 2.386 Å (BP86), which is significantly longer
than the Nb�C distances to the terminal CO groups ranging from
2.087 to 2.143 Å (MPW1PW91) or from 2.089 to 2.148 Å (BP86).
The Nb�Nb distance in 12S-4 is 3.402 Å (MPW1PW91) or
3.439 Å (BP86), which is somewhat longer than that of 12S-1 but
shorter than that of 12S-3. This is consistent with the formal
Nb�Nb single bond required to give each niobium atom the
favored 18-electron configuration. Structure 12S-4 has one large
(>100i cm�1) imaginary vibrational frequency. Following the
corresponding normal mode leads to 12S-1.
Table 2 lists the infrared active ν(CO) frequencies predicted

by the BP86 method for the four Nb2(CO)12 structures.
Realistically, matrix isolation IR spectroscopy will probably be

the first experimental method to observe Nb2(CO)12. Structures
12S-1, 12S-2, and 12S-3 exhibit only terminal ν(CO) frequen-
cies, which fall in the typical range of 1937�2069 cm�1 (BP86).
For 12S-1, the three frequencies with high IR intensities (larger
or close to 2000 km/mol) are 1983, 1990, and 2019 cm�1, while
those for 12S-2 are very similar at 1977, 1985, and 2019 cm�1.
For 12S-3, there are two frequencies, 1973 cm�1 (doubly
degenerate) and 2019 cm�1, with very large IR intensities
(>3000 km/mol), while there is another, 1968 cm�1 (doubly
degenerate), with large IR intensities (>2000 km/mol). Struc-
ture 12S-4 has two bridging CO groups, which exhibit lower
ν(CO) frequencies at 1829 and 1836 cm�1 (BP86; Table 2 in
bold face). However, these frequencies do not have high IR
intensities. The three frequencies in 12S-4 with high IR inten-
sities (>2000 km/mol) are 1977, 1981, and 2019 cm�1.
3.2. Nb2(CO)11. A total of seven Nb2(CO)11 structures (four

singlets and three triplets) are found within∼20 kcal/mol of the
global minimum. The global minimum 11S-1 (Figure 2 and
Table 3) is a C1 structure with one bridging CO group and 10
terminal CO groups. The bridging CO group is a four-electron
donor η2-μ-CO group, as indicated by the short Nb�O distance
of 2.398 Å (MPW1PW91) or 2.423 Å (BP86) as well as the
extremely low ν(CO) frequency of 1701 cm�1 (BP86). The
relatively long C�Odistance of 1.199 Å (MPW1PW91) or 1.217
Å (BP86) suggests a relatively low C�O bond order for this
η2-μ-CO group. The short Nb�C distance to this bridging
η2-μ-CO group is 2.036 Å (MPW1PW91) or 2.056 Å (BP86),
and the long Nb�C distance is 2.378 Å (MPW1PW91) or 2.372 Å
(BP86). The Nb�Nb distance in 11S-1 is predicted to be
3.470 Å (MPW1PW91) or 3.545 Å (BP86), which is close to

Figure 2. The four optimized singlet Nb2(CO)11 structures.
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that in 12S-1. This comparison suggests a formal Nb�Nb single
bond in 11S-1. Such an analysis gives each Nb atom the favored
18-electron configuration after considering the four-electron
donor η2-μ-CO group. The Nb2(CO)11 global minimum struc-
ture 11S-1 appears to be a very favorable structure since it lies
∼13 kcal/mol below any of the other Nb2(CO)11 structures
found in this work.
The second singlet Nb2(CO)11 stationary point 11S-2 is a Cs

structure with one semibridging carbonyl group and 10 terminal
carbonyl groups (Figure 2 and Table 3). Structure 11S-2 lies
14.0 kcal/mol (MPW1PW91) or 13.5 kcal/mol (BP86) above
11S-1 (Figure 2 and Table 3). The short Nb�C distance to the
semibridging CO group in 11S-2 is 2.086 Å (MPW1PW91) or
2.110 Å (BP86), whereas the long Nb�C distance is 2.942 Å
(MPW1PW91) or 2.884 Å (BP86). The ν(CO) frequency at
1877 cm�1 predicted for 11S-2 by the BP86 method can be
assigned to this semibridging CO group. The six unique Nb�C
distances to the 10 terminal carbonyls in 11S-2 range from
2.065 Å to 2.182 Å (MPW1PW91) or from 2.069 Å to 2.184 Å
(BP86). The NbdNb distance of 3.073 Å (MPW1PW91) or
3.079 Å (BP86) in 11S-2 is significantly shorter than the Nb�Nb
single bond distances in theNb2(CO)12 structures (Figure 1) and in
the Nb2(CO)10(η

2-μ-CO) structure 11S-1. Thus, the NbdNb
bond in 11S-2 appears to be the formal double bond required to
give each niobium atom the favored 18-electron configuration.
The next singlet Nb2(CO)11 structure 11S-3 is a singly

bridged C2 structure, lying 20.5 kcal/mol (MPW1PW91) or
17.5 kcal/mol (BP86) in energy above the global minimum 11S-1
(Figure 2 and Table 3). The Nb�C distances to the symme-
trically bridging CO group in 11S-3 are 2.372 Å (MPW1PW91)
or 2.367 Å (BP86), while the five unique Nb�C distances to the
10 terminal carbonyls range from 2.084 Å to 2.167 Å
(MPW1PW91) or from 2.091 Å to 2.172 Å (BP86). The
NbdNb distance is predicted to be 3.074 Å (MPW1PW91) or
3.117 Å (BP86), consistent with the formal double bond needed
to give both niobium atoms the favored 18-electron configura-
tion. Structure 11S-3 has a significant imaginary vibrational
frequency (>300i cm�1). Following the normal mode of this
imaginary frequency leads to the global minimum 11S-1.
The other singlet Nb2(CO)11 structure 11S-4 has Cs symme-

try and lies 21.5 kcal/mol (MPW1PW91) or 21.8 kcal/mol
(BP86) above 11S-1 (Figure 2 and Table 3). Structure 11S-4 has
two very weakly semibridging carbonyls with short Nb�C
distances of 2.058 Å and 2.128 Å (MPW1PW91) or 2.064 Å
and 2.127 Å (BP86) and long Nb�C distances of 3.081 Å and
3.099 Å (MPW1PW91) or 3.213 Å and 3.016 Å (BP86). The
Nb�O distances to these two unique semibridging carbonyls are
very long (>3.5 Å), indicating that both of these carbonyls are

two-electron donor carbonyl groups. However, despite their
weakly semibridging nature, these two carbonyl groups exhibit
relatively low ν(CO) frequencies of 1877 cm�1 and 1883 cm�1

(BP86). The Nb�Nb bond distance of 3.405 Å (MPW1PW91)
or 3.471 Å (BP86) in 11S-4 is close to that in 11S-1 and thus
consistent with a formal single bond. This gives one niobium
atom in 11S-4 the favored 18-electron configuration but the
other niobium atom only a 16-electron configuration. The
niobium atom in 11S-4 with only a 16-electron configuration is
the niobium atom bonded to only five carbonyl groups rather
than six carbonyl groups, namely, the “right” niobium atom
depicted in Figure 2. The 11S-4 structure can be derived from
one of the unbridged Nb2(CO)12 structures (12S-1 through
12S-3) by removal of a terminal carbonyl group.
The triplet Nb2(CO)11 structure 11T-1 has Cs symmetry with

a semibridging CO group (Figure 3 and Table 4) and lies
12.7 kcal/mol (MPW1PW91) or 12.4 kcal/mol (BP86) above
the global minimum 11S-1. Structure 11T-1 is predicted by both
methods to have a very small imaginary vibrational frequency
(e15i cm�1, Table 4). This imaginary frequency arises from
numerical integration errors, since it becomes real when a finer
integration grid (120, 974) is used for the optimization. Structure
11T-1 has one semibridging carbonyl and 10 terminal carbonyls.
In 11T-1, the short Nb�C distance to the semibridging carbonyl
is 2.152 Å (MPW1PW91) or 2.201 Å (BP86), whereas the long
Nb�C distance is 2.570 Å (MPW1PW91) or 2.495 Å (BP86).
The seven unique Nb�C distances to the terminal carbonyls in
11T-1 fall in the range from 2.118 to 2.158 Å (MPW1PW91) or
from 2.117 to 2.156 Å (BP86). The NbdNb distance of 3.129 Å
(MPW1PW91) or 3.150 Å (BP86) is significantly shorter than
the Nb�Nb single bonds of lengths 3.3�3.4 Å found in the
Nb2(CO)12 structures (Figure 1 and Table 1). This gives each
niobium atom in 11T-1 the favored 18-electron configuration.
The triplet spin multiplicity in 11T-1 can arise from the NbdNb
double bond being a σ þ 2/2 π bond with the two unpaired
electrons in two π “half bonds.” This is similar to dioxygen or the
FedFe double bond in the organometallic (η5-C5H5)2Fe2-
(μ-CO)3, which is stable enough to be isolated in the pure state
and structurally characterized by X-ray diffraction.44�46

The second triplet Nb2(CO)11 structure 11T-2 is a singly
symmetrically bridgedC2 structure (Figure 3 andTable 4), which
is geometrically similar to the singlet structure 11S-3. Structure
11T-2 lies 13.2 kcal/mol (MPW1PW91) or 12.8 kcal/mol
(BP86) above the global minimum 11S-1. However, structure
11T-2 is a transition state with a large imaginary vibrational
frequency at 165i cm�1 (MPW1PW91) or 101i cm�1 (BP86).
Following the corresponding normal mode leads to 11T-1. The
Nb�C distances to the bridging CO group in 11T-2 are 2.312 Å

Table 3. Total Energies (E in hartrees), Relative Energies (ΔE in kcal/mol), Numbers of Imaginary Vibrational Frequencies
(Nimag), and Nb�Nb Distances (in Å) for the Singlet Nb2(CO)11 Structures

11S-1 (C1) 11S-2 (Cs) 11S-3 (C2) 11S-4 (Cs)

MPW1PW91 E �1360.68601 �1360.66366 �1360.65329 �1360.65167

ΔE 0.0 14.0 20.5 21.5

Nimag 0 1 (22i) 2 (384i, 90i) 0

Nb�Nb 3.470 3.073 3.074 3.405

BP86 E �1361.22921 �1361.20769 �1361.20125 �1361.19442

ΔE 0.0 13.5 17.5 21.8

Nimag 0 2 (20i, 6i) 2 (355i, 107i) 0

Nb�Nb 3.545 3.079 3.117 3.471
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(MPW1PW91) or 2.327 Å (BP86), whereas the five unique
Nb�C distances for the 10 terminal CO groups fall in the range
from 2.125 to 2.152 Å (MPW1PW91) or from 2.123 to 2.155 Å
(BP86). The NbdNb distance in 11T-2 of 3.059 Å
(MPW1PW91) or 3.111 Å (BP86) is close to that in 11T-1
and likewise can correspond to a formal double bond. This gives
each niobium atom in 11T-2 the favored 18-electron configura-
tion. The triplet spin multiplicity in 11T-2 arises from the
NbdNb double bond being a σþ 2/2π bond with two unpaired
electrons similar to that in 11T-2 discussed above.
The other low-lying triplet Nb2(CO)11 structure 11T-3 is a C2v

structure with two semibridging carbonyls and nine (four unique)
terminal carbonyls (Figure 3 and Table 4). Structure 11T-3 lies
13.3 kcal/mol (MPW1PW91) or 15.3 kcal/mol (BP86) above
11S-1. The MPW1PW91 method predicts 11T-3 to have two
small imaginary vibrational frequencies (43i and 10i cm�1), while

the BP86 method predicts 11T-3 to have three small imaginary
vibrational frequencies (58i, 25i, and 17i cm�1). Following the
normal mode corresponding to the largest frequency leads to 11T-1.
For the two equivalent semibridging carbonyls in 11T-3, the
short Nb�C bond distances are 2.132 Å (MPW1PW91) or
2.144 Å (BP86), and the long Nb�C distances are 2.850 Å
(MPW1PW91) or 2.853 Å (BP86). The ν(CO) frequencies at
1890 and 1900 cm�1 (BP86) can be assigned to these two
semibridging CO groups. The NbdNb distance of 11T-3 of 3.175
Å (MPW1PW91) or 3.207 Å (BP86) is similar to that in the triplets
11T-1 and 11T-2 and can likewise be interpreted as a σ þ 2/2 π
bond containing the two unpaired electrons of the triplet spin state.
Table 5 lists the ν(CO) frequencies for the seven Nb2(CO)11

structures predicted by the BP86 method. The ν(CO) frequen-
cies for the terminal CO groups fall in the range 1912�
2065 cm�1 (Table 5). The ν(CO) frequencies for the two-
electron donor bridging CO groups are significantly lower in the
range 1831�1900 cm�1 (bold face in Table 5). The four-
electron donor bridging η2-μ-CO group in 11S-1 exhibits an
extremely low ν(CO) frequency at 1701 cm�1 (BP86).
3.3. Nb2(CO)10. A total of nine low-lying structures (five

singlets and four triplets) were found for Nb2(CO)10
(Figures 4 and 5 and Tables 6 and 7). These nine structures
can be classified into three general types: (a) structures with a
NbtNb distance of around 2.8 Å, suggesting a formal triple
bond. This type includes the singlets 10S-1, 10S-2, 10S-3, and
10S-4; (b) structures with a NbdNb distance of around 3.0 Å,
suggesting a formal double bond—this type includes the triplets
10T-1, 10T-2, and 10T-3; (c) structures with a long Nb�Nb
distance (>3.4 Å), namely, 10S-5 and 10T-4. In such structures, a
Nb(CO)6 unit acts as a bidentate chelating ligand to a Nb(CO)4

Figure 3. The triplet Nb2(CO)11 structures.

Table 4. Total Energies (E in hartrees), Relative Energies
(ΔE in kcal/mol), Numbers of Imaginary Vibrational Fre-
quencies (Nimag), and Nb�Nb Distances (in Å) for the
Triplet Nb2(CO)11 Structures

11T-1 (Cs) 11T-2 (C2) 11T-3 (C2v)

MPW1PW91 E �1360.66572 �1360.66492 �1360.66489

ΔE 12.7 13.2 13.3

Nimg 1 (15i) 1 (165i) 2 (43i, 10i)

Nb�Nb 3.129 3.059 3.175

BP86 E �1361.20948 �1361.20889 �1361.20483

ΔE 12.4 12.8 15.3

Nimg 1 (11i) 1 (101i) 3 (58i, 25i, 17i)

Nb�Nb 3.151 3.111 3.207
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unit through its doubly bridging CO groups acting as four-
electron donors.

The global minimum for Nb2(CO)10 is the asymmetric singlet
Cs structure 10S-1 with one Nb atom bonded to six CO groups

Table 5. Infrared ν(CO) Vibrational Frequencies (cm�1) Predicted by the BP86 Method for the Nb2(CO)11 Structures
a

BP86

11S-1 (C1) 1701 (523), 1939 (188), 1952 (413), 1953 (454), 1968 (542), 1970 (1445), 1972 (754), 1983 (2544), 1986 (229), 2024 (1822), 2062 (27)

11S-2 (Cs) 1877 (269), 1912 (51), 1929 (499), 1942 (1431), 1948 (502), 1966 (988), 1967 (461), 1985 (1569), 2001 (565), 2008 (2587), 2060 (127)

11S-3 (C2) 1896 (261), 1926 (102), 1936 (13), 1946 (261), 1953 (445), 1958 (1305), 1965 (1117), 1974 (660), 1976 (2154), 2000 (3327), 2058 (0)

11S-4 (Cs) 1877 (783), 1883 (103), 1913 (1024), 1946 (388), 1957 (633), 1973 (587), 1991 (956), 1992 (1191), 1998 (1912), 1999 (753), 2065 (83)

11T-1 (Cs) 1844 (263), 1936 (96), 1942 (2), 1961 (544), 1965 (1268), 1972 (733), 1972 (2843), 1974 (78), 1976 (556), 2004 (3637), 2062 (17)

11T-2 (C2) 1831 (212), 1935 (56), 1943 (19), 1966 (980), 1966 (389), 1969 (653), 1971 (45), 1973 (2878), 1975 (971), 2003 (3672), 2062 (3)

11T-3 (C2v) 1890 (396), 1900 (66), 1948 (8), 1963 (1333), 1964 (834), 1968 (0), 1973 (3012), 1976 (10), 1978 (1113), 2009 (3017), 2062 (7)
a Infrared intensities are in parentheses (in km/mol). The bridging CO frequencies are in bold.

Figure 4. Optimized singlet Nb2(CO)10 geometries.
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(the “right”Nb atom in Figure 4) and the other Nb atom bonded
to only four CO groups (the “left” Nb atom in Figure 4). The

inward three CO groups of the Nb(CO)6 group are actually
semibridging carbonyls to the Nb(CO)4 group. In these three

Figure 5. Optimized triplet Nb2(CO)10 geometries.

Table 6. Total Energies (E, in Hartree), Relative Energies (ΔE, in kcal/mol), Numbers of Imaginary Vibrational Frequencies
(Nimag), and Nb�Nb Bond Distances (Å) for the Singlet Nb2(CO)10 Structures

10S-1 (Cs) 10S-2 (C2v) 10S-3 (C2) 10S-4 (C2h) 10S-5 (C2)

MPW1PW91 E �1247.36824 �1247.35463 �1247.35234 �1247.35149 �1247.33452

ΔE 0.0 8.5 10.3 10.5 21.2

Nimg 0 1 (54i) 1 (12i) 1 (18i) 0

Nb�Nb 2.799 2.867 2.726 2.742 3.397

BP86 E �1247.87732 �1247.86496 �1247.86293 �1247.86192 �1247.84404

ΔE 0.0 7.8 9.0 9.7 20.9

Nimg 0 1 (53i) 1 (20i) 1 (22i) 0

Nb�Nb 2.824 2.893 2.772 2.789 3.438

Table 7. Total Energies (E, in Hartree), Relative Energies (ΔE, in kcal/mol), Numbers of Imaginary Vibrational Frequencies
(Nimag), and Nb�Nb Bond Distances (Å) for the Triplet Nb2(CO)10 Structures

10T-1 (C1) 10T-2 (C1) 10T-3 (Ci) 10T-4 (C2v)

MPW1PW91 E �1247.33730 �1247.33678 �1247.33308 �1247.32399

ΔE 19.4 19.7 22.1 27.8

Nimg 0 0 1 (5i) 0

Nb�Nb 3.144 3.114 2.960 3.717

BP86 E �1247.84553 �1247.84649 �1247.84456 �1247.83232

ΔE 19.9 19.3 20.6 28.2

Nimg 0 0 1 (10i) 0

Nb�Nb 3.128 3.133 3.029 3.831
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semibridging carbonyls, the shortNb�Cdistances fall in the range
from 2.132 to 2.134 Å (MPW1PW91) or from 2.144 to 2.149 Å
(BP86), while the long Nb�C distances fall in the range from
2.699 to 2.709Å (MPW1PW91) or from2.697 to 2.706Å (BP86).
The C�O distances of ∼1.16 Å (MPW1PW91) or ∼1.18 Å
(BP86) in the semibridgingCOgroups of 10S-1 are slightly longer
than the C�O distances in the terminal CO groups. The
Nb�C�O angles for the three semibridging CO groups deviate
significantly from linearity (165� and 164�), while those for the
terminal CO groups are almost linear. The predicted NbtNb
distances of 2.799 Å (MPW1PW91) or 2.824 Å (BP86) in 10S-1
correspond to a formal triple bond, thereby giving each niobium
atom the favored 18-electron configuration.
The next Nb2(CO)10 structure 10S-2 is a C2v doubly semi-

bridged structure lying ∼8 kcal/mol above the global minimum
10S-1 (Figure 4 andTable 6). In 10S-2, oneNb atom (the “right”
Nb atom in Figure 4) is bonded to six CO groups, whereas the
other Nb atom (the “left”Nb atom in Figure 4) is bonded to only
four CO groups, similar to 10S-1. The two inward CO groups of
the Nb(CO)6 unit in 10S-2 are bonded to the Nb(CO)4 unit as
semibridging carbonyls with short Nb�C distances of 2.131 Å
(MPW1PW91) or 2.145 Å (BP86) and long Nb�C distances of
2.569 Å (MPW1PW91) or 2.564 Å (BP86). The Nb�C�O
angles for these semibridging CO groups deviate significantly
from linearity, i.e., 162� (MPW1PW91) or 161� (BP86), while
those for the terminal CO groups are almost linear. The NbtNb
distance in structure 10S-2 is 2.867 Å (MPW1PW91) or 2.893 Å
(BP86), which is slightly longer than that of 10S-1 but still
consistent with the formal triple bond required to give each Nb
atom the favored 18-electron configuration. Structure 10S-2 has
an imaginary vibrational frequency of 54i cm�1 (MPW1PW91)
or 53i cm�1. By following the corresponding normal mode,
structure 10S-2 collapses to 10S-1.
The next two singlet Nb2(CO)10 structures in terms of energy

are 10S-3 (C2) and 10S-4 (C2h). These structures are both
doubly semibridged (CO)4Nb(μ-CO)2Nb(CO)4 structures,
differing only in the orientations of the CO groups (Figure 4
and Table 6). Structure 10S-3 lies 10.3 kcal/mol (MPW1PW91)
or 9.0 kcal/mol (BP86) above the global minimum 10S-1,
whereas structure 10S-4 lies 10.5 kcal/mol (MPW1PW91) or
9.7 kcal/mol (BP86) above 10S-1. In structures 10S-3 and 10S-4,
the Nb�C distances to the terminal carbonyl groups (four
unique ones for 10S-3, and three for 10S-4) fall in the range
from ∼2.09 to ∼2.16 Å. The short Nb�C distances to the
semibridging carbonyl groups are ∼2.14 Å, and the long Nb�C
distances to the semibridging carbonyl groups are ∼2.55 Å. The
bridging Nb�C�O angles for both structures 10S-3 and 10S-4
deviate significantly from linearity (∼162�). The NbtNb dis-
tances for structure 10S-3 of 2.726 Å (MPW1PW91) or 2.772 Å
(BP86) and for structure 10S-4 of 2.742 Å (MPW1PW91) or
2.789 Å (BP86) correspond to the formal triple bonds required
to give each niobium atom the favored 18-electron configuration.
Both structures 10S-3 and 10S-4 are predicted to have small
imaginary vibrational frequencies at∼20i cm�1 (Table 6), which
cannot be removed by using a finer integration grid (120, 974).
By following the corresponding normal modes, both 10S-3 and
10S-4 collapse to 10S-1.
Three triplet Nb2(CO)10 structures, 10T-1, 10T-2, and 10T-3,

without bidentate Nb(CO)6 ligands were found having Nb�Nb
distances of ∼3.1 Å (Figure 5 and Table 7). Structure 10T-1 is a
doubly bridged C1 structure. For one of the bridging CO groups,
the Nb�O distance is very short, namely, 2.55 Å (MPW1PW91)

or 2.57 Å (BP86), indicating a four-electron donor bridging η2-μ-
CO group. The two Nb�C distances to this carbonyl are 2.379 Å
(MPW1PW91) or 2.384 Å (BP86) and 2.804 Å (MPW1PW91)
or 2.678 Å (BP86), respectively, and its Nb�C�O angle is
∼174�, deviating only ∼6� from linearity. The corresponding
C�O distance is relatively long at 1.183 Å (MPW1PW91) or
1.201 Å (BP86), and the ν(CO) frequency is very low at
1773 cm�1 (BP86). The Nb 3 3 3O distance to the other bridging
COgroup in 10T-1 is very long, namely, 3.52Å (MPW1PW91) or
3.49 Å (BP86). This indicates no direct Nb�O interaction and
thus a normal two-electron donor bridging CO group. The
Nb�C�O angle to this bridging carbonyl group of ∼163�
deviates significantly from linearity. The C�O distance in this
bridging CO group is shorter, i.e., 1.159 Å (MPW1PW91) or
1.180 Å (BP86), than that to the η2-μ-CO group. This is
consistent with its predicted ν(CO) frequency of 1878 cm�1

(BP86). The NbdNb distance in 10T-1 of 3.144 Å
(MPW1PW91) or 3.128 Å (BP86) can be interpreted as a formal
double bond, thereby giving each niobium atom the favored 18-
electron configuration for a Nb2(CO)10 structure with a single
four-electron donor η2-μ-CO group. This NbdNb double bond
can be a σþ 2/2 π double bond similar to that in 11T-1, 11T-2,
and 11T-3 discussed above and thus contains the two unpaired
electrons for the triplet spin state.
The triplet Nb2(CO)10 structure 10T-2 is a doubly bridgedC1

structure with a geometry and energy very close to 10T-1
(Figure 5 and Table 7). The main difference between these
two Nb2(CO)10 structures is the orientation of the bridging CO
groups, suggesting that the two structures can interconvert by
motion of the bridging carbonyls. For one of the bridging CO
groups in 10T-2, the Nb�O distance is very short, i.e., 2.50 Å
(MPW1PW91) or 2.56 Å (BP86); the C�O distance is relatively
long at 1.184 Å (MPW1PW91) or 1.201 Å (BP86); and the
predicted ν(CO) frequency of 1769 cm�1 is very low. All of these
characteristics indicate a four-electron donor bridging η2-μ-CO
group. In contrast, for the other bridging CO group in 10T-2, the
Nb�O distance is very long, namely, 3.28 Å (MPW1PW91) or
3.31 Å (BP86), indicating a typical two-electron donor bridging
CO group. The related C�O distance is 0.02 Å shorter, i.e.,
1.168Å, and its correspondingν(CO) frequency is 1847 cm�1 (BP86).
The structure 10T-2 (C1) is a genuine minimum with all real
vibrational frequencies (Table 7). The NbdNb distance in 10T-2
is 3.114 Å (MPW1PW91) or 3.133 Å (BP86), which is consistent
with the formal double bond required to give each niobium atom the
favored 18-electron configuration. However, as formany of the other
triplet Nb2(CO)11 and Nb2(CO)10 structures, this NbdNb double
bond can be of the σ þ 2/2 π type, thereby containing the two
unpaired electrons for the triplet spin state.
The Nb2(CO)10 structure 10T-3 is a Ci structure with two

equivalent semibridging carbonyls and eight (four unique)
terminal carbonyls (Figure 5 and Table 7). Structure 10T-3 lies
22.1 kcal/mol (MPW1PW91) or 20.6 kcal/mol (BP86) above
10S-1. Structure 10T-3 has a negligible imaginary vibrational
frequency (5i cm�1 by MPW1PW91 or 10i cm�1 by BP86). The
former (5i cm�1) becomes real when a finer integration grid
(120, 974) is used. The predicted ν(CO) frequencies of 1850
and 1862 cm�1 (BP86) in 10T-3 correspond to the semibridging
carbonyl groups. The short Nb�C bond distances to the
identical semibridging carbonyl groups in 10T-3 are 2.105 Å
(MPW1PW91) or 2.118 Å (BP86), whereas the long Nb�C
distances are 2.593 Å (MPW1PW91) or 2.557 Å (BP86). The
four unique Nb�C distances to the terminal carbonyls in 10T-3
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range from 2.087 to 2.173 Å (MPW1PW91) or 2.087 to 2.171 Å
(BP86). The NbdNb distance in 10T-3 is 2.961 Å
(MPW1PW91) or 3.029 Å (BP86). This is consistent with the
formal double bond required to give each niobium atom the
17-electron configuration for a binuclear Nb2(CO)10 triplet
structure with only two-electron donor carbonyl groups.
The Nb2(CO)10 structures with a chelating bidentate Nb-

(CO)6 “ligand” bonded to the Nb(CO)4 unit are 10S-5 (C2) and
10T-4 (C2v). These structures are characterized by very long
Nb�Nb distances (>3.4 Å), suggesting very weak, if any, direct
interactions between the twoNb atoms. Thus, the Nb(CO)6 and
Nb(CO)4 units in these structures are linked mainly by the two
bridging CO groups, which are four-electron donor CO groups.
These two four-electron donor CO groups are characterized by
very short Nb�O distances (<2.460 Å) and ν(CO) frequencies
below 1800 cm�1 (BP86). For 10S-5, the Nb�Nb distance of
3.397 Å (MPW1PW91) or 3.438 Å (BP86) suggests the weak
single bond required to give both niobium atoms the favored 18-
electron configuration. The bridging CO groups in 10S-5 have
short Nb�C distances of 2.070 Å (MPW1PW91) or 2.087 Å
(BP86) to one niobiumatom and longNb�Cdistances of 2.495Å
(MPW1PW91) or 2.504 Å (BP86) to the other niobium atom.
For the triplet structure 10T-4, the Nb 3 3 3Nb distance is even
longer, namely, 3.717 Å (MPW1PW91) or 3.831 Å (BP86). This
suggests a lack of niobium�niobium bonding, thereby giving each

niobium atom a 17-electron configuration, consistent with a
binuclear triplet. Both 10S-5 and 10T-4 are genuine minima,
having all real vibrational frequencies. However, these two struc-
tures lie at relatively high energies, namely, ∼21 kcal/mol above
10S-1 for 10S-5 and ∼28 kcal/mol above 10S-1 for 10T-4.
Table 8 lists the infrared ν(CO) frequencies for the nine

Nb2(CO)10 structures, predicted by the BP86 method. The
ν(CO) frequencies for the terminal CO groups fall between
1922 and 2060 cm�1, whereas those for the two-electron donor
bridging CO groups are appreciably lower between 1850 and
1916 cm�1 (bold face in Table 8). The four-electron donor
bridging η2-μ-CO groups in 10S-5, 10T-1, 10T-2, and 10T-4 are
predicted to exhibit even lower ν(CO) frequencies between
1720 and 1773 cm�1 (BP86; bold face in Table 8).
3.4. Niobium�Niobium Bonding. Tables 9, 10, and 11

compare formal Nb�Nb single bonds, NbdNb double bonds,

Table 8. Infrared ν(CO) Vibrational Frequencies (cm�1) Predicted by the BP86Method for the Nb2(CO)10 Structures (Infrared
Intensities in Parentheses Are in km/mol)

BP86

10S-1 (Cs) 1900 (514), 1900 (464), 1916 (373), 1950 (733), 1951 (1612), 1952 (881), 1992 (714), 1992 (736), 2015 (1901), 2053 (285)

10S-2 (C2v) 1877 (756), 1885 (404), 1946 (1481), 1947 (287), 1949 (0), 1967 (2471), 1982 (113), 1991 (724), 2017 (1686), 2051 (286)

10S-3 (C2) 1874 (57), 1890 (804), 1958 (63), 1960 (2), 1964 (2257), 1978 (163), 1979 (1537), 1983 (1190), 2012 (2669), 2058 (4)

10S-4 (C2h) 1867 (0), 1888 (840), 1957 (0), 1960 (2116), 1966 (0), 1979 (323), 1985 (2856), 1987 (0), 2013 (2616), 2060 (0)

10S-5 (C2) 1729 (650), 1754 (430), 1934 (234), 1942 (563), 1943 (543), 1967 (2851), 1979 (217), 1995 (779), 2015 (1976), 2052 (188)

10T-1 (C1) 1773 (368), 1878 (235), 1935 (205), 1943 (687), 1947 (481), 1969 (2672), 1976 (36), 1987 (863), 1998 (3499), 2054 (138)

10T-2 (C1) 1769 (333), 1847 (353), 1939 (21), 1949 (724), 1956 (552), 1968 (2919), 1969 (849), 1980 (71), 2003 (3467), 2053 (8)

10T-3 (Ci) 1850 (0), 1862 (876), 1939 (0), 1948 (1615), 1950 (0), 1968 (981), 1970 (2598), 1975 (0), 2001 (3396), 2053 (0)

10T-4 (C2v) 1720 (695), 1735 (70), 1922 (667), 1943 (66), 1951 (886), 1969 (3016), 1970 (240), 1982 (877), 1998 (3644), 2049 (56)

Table 9. Formal Nb�Nb Single Bonds in Binuclear Niobium
Carbonyls and Related Compounds

compound bridges Nb�Nb distance, Å

Nb2(CO)12
12S-1 3.40

12S-2 3.39

12S-3 3.64

12S-4 2 CO 3.42

Nb2(CO)11
11S-1 η2-μ-CO 3.51

11S-4 3.44

Nb2(CO)10
10S-5 2 η2-μ-CO 3.42

Cp2Nb2(CO)7 (ref 49) 3.40

Cp2Nb2(CO)5(η
2-μ-CO) (ref 49) η2-μ-CO 3.21

Cp3Nb3(CO)6(η
2-μ3-CO) (theory)

48 variable 3.08, 3.24, 3.37

Cp3Nb3(CO)6(η
2-μ3-CO) (exptl.)

47 variable 3.04, 3.18, 3.32

Table 10. Formal NbdNb Double Bonds in Binuclear Nio-
bium Carbonyls and Related Compounds

compound bridges Nb�Nb distance, Å

Nb2(CO)11
11S-2 3.08

11S-3 CO 3.09

11T-1 3.14

11T-2 CO 3.08

11T-3 3.19

10T-1 η2-μ-CO 3.13

10T-2 η2-μ-CO 3.12

Nb2(CO)10 (10T-3) 2.99

Cp2Nb2(CO)6 (ref 49) 2.99

Cp2Nb2(CO)2(η
2-μ-CO)2 (ref 49) 2 η2-μ-CO 2.97

Table 11. Formal NbtNb Triple Bonds in Binuclear Nio-
bium Carbonyls and Related Compounds

compound bridges Nb�Nb distance, Å

Nb2(CO)10
10S-1 2.81

10S-2 2.88

10S-3 2.75

Cp2Nb2(CO)5 (ref 49) 2.74

Cp2Nb2(CO)(η
2-μ-CO)2 (ref 49) 2 η2-μ-CO 2.84



2122 dx.doi.org/10.1021/ct2003513 |J. Chem. Theory Comput. 2011, 7, 2112–2125

Journal of Chemical Theory and Computation ARTICLE

and NbtNb triple bonds, respectively, in various Nb2(CO)n
derivatives (n = 12, 11, 10) with similar bonds in other niobium
carbonyl species. However, the only niobium carbonyl derivative
for which experimental data are available on Nb�Nb distances47

is the unusual trinuclear species Cp3Nb3(CO)6(η
2-μ3-CO)

(Cp = η5-C5H5) with an unusual six-electron donor η2-μ3-CO
group bridging all three niobium atoms in the central Nb3
triangle. Because of this limited amount of experimental data,
niobium�niobium distances in the binuclear cyclopentadienyl-
niobium carbonyl derivatives Cp2Nb2(CO)n (n = 7, 6, 5, 4, 3)
predicted in previous theoretical studies48,49 are also included in
the tables. However, only the Nb�Nb distances for the lowest
energy predicted Cp2Nb2(CO)n structures of a given type are
included. The theoretical values of the Nb�Nb distances in the
tables are the means of the values predicted by the MPW1PW91
and BP86 methods.
The Nb�Nb single bond distances in singlet Nb2(CO)n

structures are seen to be very close to 3.4 Å (Table 9). A similar
Nb�Nb single bond distance is predicted49 for the unknown
Cp2Nb2(CO)7, which also has a singlet spin state.
The NbdNb double bond distances in both singlet and triplet

Nb2(CO)n structures are consistently shorter than the formal
Nb�Nb single bonds. Thus, the NbdNb double bond distances
fall in the narrow range of 2.99�3.19 Å (Table 10). This range is
similar to that previously predicted49 for theNbdNb distances in
the lowest energy singlet Cp2Nb2(CO)6 and Cp2Nb2(CO)2
(η2-μ-CO)2 structures.

The only binuclear niobium carbonyls found in this work with
formal NbtNb triple bonds have singlet spin states. The
predicted NbtNb triple bond lengths in such Nb2(CO)n
structures are consistently shorter than formal NbdNb double
bond lengths and fall in the narrow range of 2.75�2.81 Å
(Table 11). This range is bracketed by the predicted49 NbtNb
triple bond lengths of 2.74 Å in Cp2Nb2(CO)5 and 2.84 Å in
Cp2Nb2(CO)(η

2-μ-CO)2.
Table 12 lists the Wiberg bond indices (WBIs)50 and bond

distances for the Nb�Nb bonds in the Nb2(CO)n derivatives.
The results with the BP86 method are used, since less spin
contamination was found in the triplet structures, relative to the
MPW1PW91 method. The WBIs are seen to correlate reason-
ably with the formal bond orders estimated from the niobium�
niobium distances and electron counting. In this connection,
previous studies on theWBIs in metal�metal bonded derivatives
suggest typical values of 0.2�0.3 for unbridged formal metal�
metal single bonds.51 The WBIs for the single Nb�Nb bonds in
the unbridged Nb2(CO)12 structures fall in a similar range from
0.27 to 0.39. The likewise long Nb�Nb formal single bonds of
∼3.5 Å in the Nb2(CO)11 structures 11S-1 and 11S-4, which are
clearly derived from the lowest energy Nb2(CO)12 structure
12S-1 by loss of a terminal carbonyl group, have similar WBIs of
0.27�0.29. The NbdNb double bonds in the Nb2(CO)11 and
Nb2(CO)10 structures 11S-2, 11T-1, 10S-5, 10T-1, and 10T-2
have significantly higher WBIs from 0.42 to 0.52. The NbtNb
triple bonds in the singlet Nb2(CO)10 structures 10S-1, 10S-2,
10S-3, and 10S-4 have still higher WBIs falling in the range from
0.58 to 0.88. The WBI for the nonbonding Nb atoms in 10T-4 is
very small, i.e., 0.19.
The major factor affecting the natural charges on the niobium

atoms in the Nb2(CO)n derivatives is the number of carbonyl
groups to which they are bonded (Table 12). This suggests that
the π back-bonding of the niobium atom to the antibonding
orbitals of the carbonyl groups is not sufficient to remove all of
the negative charge arising from the σ forward bonding. Thus,
the natural charges on the niobium atoms bearing six carbonyl
groups such as the unbridged Nb2(CO)12 structures fall in the
narrow range �1.80 to �1.92. Niobium atoms bonded to five
terminal carbonyl groups are less negative with natural charges in
the range �1.19 to �1.57. Similarly for the two Nb2(CO)10
structures, in which one of the niobium atoms is bonded to only
four terminal carbonyl groups, namely, 10S-1 and 10S-5
(Figure 4), the natural charges on the niobium atoms are even
less negative, from �0.88 to �0.99.
3.5. Thermochemistry. Table 13 lists the dissociation energies

for the reactionsNb2(CO)nfNb2(CO)n�1þCO(n=12, 11, 10)
considering the lowest energy structures of Nb2(CO)n, e.g., 12S-1,
11S-1, and 10S-1. The dissociation energies for the loss of one
carbonyl group fromNb2(CO)12 andNb2(CO)11 are relatively low,
namely, ∼18 kcal/mol and ∼15 kcal/mol, respectively. However,
the predicted energy for the loss of oneCOgroup fromNb2(CO)10
is much higher at∼37 kcal/mol. For comparison, the experimental
BDEs52 for Ni(CO)4, Fe(CO)5, and Cr(CO)6 are 27 kcal/mol,
41 kcal/mol, and 37 kcal/mol, respectively.
Table 13 also lists the energies of the disproportionation

reactions 2Nb2(CO)n f Nb2(CO)nþ1 þ Nb2(CO)n�1. The
disproportionation of Nb2(CO)11 into Nb2(CO)12 þ Nb2-
(CO)10 is slightly exothermic by ∼4 kcal/mol, suggesting that
Nb2(CO)11 might not be a viable species. However, the dis-
proportionation of Nb2(CO)10 into Nb2(CO)9þNb2(CO)11 is
endothermic by ∼22 kcal/mol.

Table 12. Atomic Charges and Wiberg Bond Indices for the
Nb2(CO)n Structures Using the BP86 Method

structure

number

of CO

bridges

Nb�Nb

distance,

Å WBI

formal

bond

order

natural

charge

on Nb(left)/

Nb(right)

Nb2(CO)12

12S-1 0 3.40 0.27 1 �1.92/�1.80

12S-2 0 3.39 0.27 1 �1.86/�1.86

12S-3 0 3.64 0.38 1 �1.85/�1.85

12S-4 2 3.42 0.14 1 �1.90/�1.90

Nb2(CO)11

11S-1 η2-μ-CO 3.51 0.29 1 �1.90/�1.37

11S-2 1 (semi) 3.07 0.42 2 �1.71/�1.56

11S-3 1 3.10 0.47 2 �1.70/�1.70

11S-4 0 3.44 0.27 1 �1.79/�1.19

11T-1 1 3.14 0.45 2 �1.57/�1.80

11T-2 1 3.08 0.47 2 �1.70/�1.70

11T-3 2 (semi) 3.19 0.37 2 �1.44/�1.89

Nb2(CO)10

10S-1 3 (semi) 2.81 0.64 3 �0.99/�2.01

10S-2 2 (semi) 2.88 0.58 3 �0.88/�2.09

10S-3 3 (semi) 2.75 0.86 3 �1.54/�1.54

10S-4 2 (semi) 2.76 0.88 3 �1.55/�1.55

10S-5 2η2-μ-CO 3.42 0.39 1 �1.05/�1.84

10T-1 η2-μ-CO 3.13 0.45 2 �1.09/�1.84

10T-2 η2-μ-CO 3.12 0.46 2 �1.45/�1.44

10T-3 2 (semi) 2.99 0.52 2 �1.44/�1.44

10T-4 2η2-μ-CO 3.77 0.19 0 �0.89/�1.86
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The dissociation of Nb2(CO)n into mononuclear fragments is
also shown in Table 13. In order to obtain these data, the global
minima for the mononuclear Nb(CO)m (m = 6, 5, 4) were
optimized by the same DFT methods (Figure 6). The dissocia-
tion reactions of all Nb2(CO)n structures (n = 12, 11, 10) are all
endothermic. The dissociation energy of the saturated Nb2-
(CO)12 into the Nb(CO)6 fragments is found to be ∼13 kcal/
mol, that for Nb2(CO)11 into Nb(CO)5 and Nb(CO)6 is ∼30
kcal/mol, and that for unsaturated Nb2(CO)10 is predicted to
reach ∼50 kcal/mol. Thus, the binuclear Nb2(CO)n complexes,
even including Nb2(CO)12, are viable with respect to dissocia-
tion into mononuclear fragments. The dissociation energies of
Nb2(CO)n monotonically increase with decreasing n, in accord
with the increasing formal Nb�Nb bond orders.
A single ν(CO) frequency at 1984.1 cm�1 assigned to Nb-

(CO)6 was observed by Zhou and Andrews14 in the mixture of
niobium carbonyls obtained by co-deposition of laser-ablated
niobium atoms and carbon monoxide molecules in excess neon.
Our theoretical structure for the doublet Nb(CO)6 (Figure 6)
has D3d symmetry rather than ideal Oh symmetry, owing to the
Jahn�Teller effect. For the six CO groups, the infrared active
ν(CO) frequencies are only the eu and a2u modes. Both of these
ν(CO) frequencies are predicted to occur at 1961 cm�1 using
the BP86 method (Table 14). This is in good agreement with
the experimental result of Zhou and Andrews and supports
their assignment of this ν(CO) frequency to Nb(CO)6.

4. DISCUSSION

The stable binary vanadium carbonyl is the 17-electron mono-
nuclear V(CO)6 rather than its dimer V2(CO)12, consisting of two
V(CO)6 units linked by a V�V single bond. In V(CO)6, the
vanadium atom is clearly six-coordinate, whereas in V2(CO)12 the
vanadium atom is necessarily seven-coordinate. For the larger
niobium atom, the binuclear Nb2(CO)12, with a seven-coordinate
niobium atom, is predicted to be the stable species, requiring an
energy of∼13 kcal/mol for dissociation into two Nb(CO)6 units.

The Nb2(CO)12 structures found in this work (Figure 1 and
Table 1) provide an interesting illustration of how symmetry
breaking can reduce the energy of the optimized structures.
Structure 12S-3 has relatively high D3d symmetry with the CO
groups occupying the octahedral positions and theNb�Nb bond
occupying the capping positions of the capped octahedral
niobium coordination polyhedron. Structure 12S-3 has a pair of

small imaginary vibrational frequencies (19i cm�1 by MPW1PW91
or 10i cm�1 by BP86), which might be considered to be negligible.
However, following the corresponding normal mode reduces the
symmetry from D3d to D2 and the energy by 8.7 kcal/mol
(MPW1PW91) or 6.1 kcal/mol (BP86) to give structure
12S-2. The collapse of 12S-3 to 12S-2 is accompanied by a
shortening of the unusually long Nb�Nb bond of ∼3.62 Å in
12S-3 to a more normal length of ∼3.39 Å in 12S-2. The
Nb2(CO)12 structure 12S-2 still has a residual imaginary vibrational
frequency of 17i cm�1 (MPW1PW91) or 19i cm�1 (BP86).
Following the corresponding normal mode reduces the symmetry
fromD2 to C2 to give 12S-1. However, the energy changes in going
from 12S-2 are minimal (<0.1 kcal/mol) and the structural changes
very subtle. These structures, closely spaced in energy, suggest
Nb2(CO)12 to be a highly fluxional system.

The 18-electron rule requires Nb2(CO)11 to have a formal
NbdNb double bond if all of the carbonyl groups are the usual
two-electron donors. However, the lowest energy Nb2(CO)11
structure by ∼12 kcal/mol, namely, 11S-1 (Figure 2), has a
relatively long Nb�Nb distance of ∼3.5 Å and a four-electron
donor bridging η2-μ-CO group. A closely related V2(CO)10
(η2-μ-CO) structure is predicted4 to be the lowest energy
structure for V2(CO)11, indicating the similarly of the vanadium
and niobium carbonyl systems in this respect. However,
Nb2(CO)11 is found to be disfavored with respect to dispropor-
tionation to give Nb2(CO)12 þ Nb2(CO)10 (Table 12).

The lowest energy Nb2(CO)10 structure, namely, 10S-1
(Figure 4), has an unsymmetrical distribution of carbonyl groups
and a short NbtNb distance indicative of a formal triple bond. A
closely related structure is predicted4 to be the lowest energy
structure of V2(CO)10. Also, if the isolobal nature of Nb(CO)3
and CpMo moieties is recognized, where Cp is a pentahapto
cyclopentadienyl ring, thenNb2(CO)10 is isolobal with the stable
Cp2Mo2(CO)4, obtained by thermal reactions of Mo(CO)6 with
cyclopentadiene derivatives.53,54 Thermochemistry suggests
Nb2(CO)10 to be a viable species. Thus, the CO dissociation

Table 13. Dissociation Energies (kcal/mol) for the Succes-
sive Removal of Carbonyl Groups, Dissociation Energies into
Mononuclear Fragments (kcal/mol), and Disproportionation
Energies (kcal/mol) for Nb2(CO)n (n = 12, 11, 10)a

MPW1PW91 BP86

Nb2(CO)12 f Nb2(CO)11 þ CO 18.7 18.9

Nb2(CO)11 f Nb2(CO)10 þ CO 14.4 15.5

Nb2(CO)10 f Nb2(CO)9 þ CO 36.5 37.4

2Nb2(CO)11 f Nb2(CO)12 þ Nb2(CO)10 �4.3 �3.5

2Nb2(CO)10 f Nb2(CO)11þ Nb2(CO)9 22.1 21.9

Nb2(CO)12f 2Nb(CO)6 12.2 13.9

Nb2(CO)11 f Nb(CO)5 þ Nb(CO)6 29.5 32.2

Nb2(CO)10 f 2Nb(CO)5 51.3 53.8

Nb2(CO)10 f Nb(CO)4 þ Nb(CO)6 51.1 54.3
aAll results reported refer to the lowest energy structures of Nb2(CO)n.

Figure 6. Optimized geometries for the mononuclear Nb(CO)n (n = 6,
5, 4). Total energies predicted by the MPW1PW91 and BP86 methods,
respectively, are listed under each structure.
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energy of Nb2(CO)10 is reasonably high at∼37 kcal/mol, which
is essentially the same as that of the very stable Cr(CO)6.

52

Furthermore, the energy required for disproportionation of
Nb2(CO)10 into Nb2(CO)11 þ Nb2(CO)9 is also reasonably
high at ∼22 kcal/mol.

A second type of Nb2(CO)10 structure is found in which a
Nb(CO)6 unit acts as a chelating ligand toward a Nb(CO)4 unit
by using the oxygen atoms of two of its carbonyl groups. The
lowest energy such Nb2(CO)10 structure, namely, 10S-5, lies
∼21 kcal/mol above the lowest energy NbtNb triply bonded
Nb2(CO)10 structure 10S-1 with only two-electron donor
carbonyl groups (Figure 4). In the Nb2(CO)10 structures with
a chelating Nb(CO)6 “ligand”, both niobium atoms are hexa-
coordinate, not counting any niobium�niobium interactions.
The involvement of the oxygen atoms of the chelating carbonyl
groups of the Nb(CO)6 “ligand” in these Nb2(CO)10 structures
makes the chelating carbonyl groups four-electron donors so that
relatively low Nb�Nb bond orders are required to give each
niobium atom a suitable electronic configuration.

The neutral homoleptic 17-electron vanadium carbonyl
V(CO)6 is synthesized by very mild oxidation of the 18-electron
V(CO)6

� anion.3 Such an oxidation is very delicate since
V(CO)6 is very sensitive toward further oxidation and indeed
is spontaneously flammable in air under ambient conditions. In
fact, the standard synthesis of V(CO)6 involves acidification of
V(CO)6

�, effectively using the proton as an oxidizing agent via
an unstable HV(CO)6 intermediate. A homoleptic niobium
carbonyl has not yet been obtained by an analogous oxidation
of the known Nb(CO)6

� anion, possibly because a suitably mild
and selective oxidant has not yet been found. Studies by Ellis and
co-workers11 suggests that the use of coordinating solvents for
Nb(CO)6

� oxidations prevents the oxidation from stopping at
the zerovalent niobium oxidation state. This is consistent with
the synthesis of [Nb2(μ-X)3(CO)8]

� (X = Cl, Br, I) performed
by Calderazzo and Pampaloni by the oxidation of Nb(CO)6

� in
the presence of halide sources.13 Thus, possible mild oxidation
reactions of Nb(CO)6

� to neutral zerovalent homoleptic nio-
bium carbonyl derivatives must be limited to noncoordinating
solvents.

The theoretical study reported here suggests that the neutral
homoleptic niobium carbonyls potentially obtainable by oxida-
tion of Nb(CO)6

� are likely to be singlet binuclear derivatives
with the favored 18-electron configuration for the niobium atoms
rather than mononuclear Nb(CO)6 analogous to the known
V(CO)6.

3 The most obvious such oxidation product would be
Nb2(CO)12 with a formal Nb�Nb single bond and total niobium
coordination numbers of seven, e.g., structure 12S-1 (Figure 1).
However, the relatively low CO dissociation energies of Nb2-
(CO)12 and Nb2(CO)11 as well as the instability of Nb2(CO)11
toward disproportionation into Nb2(CO)12 þ Nb2(CO)10
suggests Nb2(CO)10 as another neutral homoleptic niobium
carbonyl as a possible oxidation product of Nb(CO)6

�. The
lowest energy Nb2(CO)10 structure 10S-1 (Figure 4) has a
formal NbtNb triple bond and is related to the known53,54

Cp2Mo2(CO)4 by replacement of the CpMo units in the latter
structure with isoelectronic and isolobal Nb(CO)3 units. Also,
there is some experimental evidence for the production of the
analogous V2(CO)10 from the excimer laser photolysis of
V(CO)6 vapor at 308 nm.16

5. CONCLUSIONS

Our theoretical studies predict the binuclear unbridged
Nb2(CO)12 rather than the mononuclear Nb(CO)6 to be a
possible oxidation product of the knownNb(CO)6

� anion under
conditions avoiding overoxidation or the formation of side
products. Thus, the dissociation of Nb2(CO)12 to 2Nb(CO)6
is predicted to require an energy of∼13 kcal/mol. This binuclear
Nb2(CO)12 structure is particularly interesting since the niobium
atoms are seven-coordinate, counting the Nb�Nb bond. The
niobium coordination polyhedra in these structures can be
approximated by capped octahedra.

The lowest energy Nb2(CO)11 structure is predicted to have a
formal four-electron donor bridging η2-μ-CO group and a formal
Nb�Nb single bond rather than only two-electron donor
carbonyl groups and a formal NbdNb double bond. The
Nb2(CO)11 structures with formal NbdNb double bonds and
exclusively two-electron donor carbonyl groups lie more than 13
kcal/mol above this Nb2(CO)10(η

2-μ-CO) structure. However,
Nb2(CO)11 is predicted to be thermodynamically disfavored,
owing to disproportionation into Nb2(CO)12 þ Nb2(CO)10, a
slightly exothermic process by ∼4 kcal/mol.

The Nb2(CO)10 structures with formal NbtNb triple bonds
and all two-electron donor groups appear to be particularly
favorable, as suggested by high CO dissociation energies and
viability toward disproportionation. Such structures are isolobal
with Cp2Mo2(CO)4, which was the first stable metal carbonyl to
be discovered with a short metal�metal distance corresponding
to a formal triple bond. Considerably higher energy Nb2(CO)10
structures by more than 20 kcal/mol have two four-electron
donor bridging carbonyl groups and long niobium�niobium
distances. Such structures can be considered to consist of a
chelating bidentate Nb(CO)6 “ligand” coordinating to a Nb-
(CO)4 unit through the two η2-μ-CO groups.
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Table 14. Infrared ν(CO) Vibrational Frequencies (cm�1) Predicted for Nb(CO)6 (Infrared Intensities Are in Parentheses, in
km/mol)a

Nb(CO)6 MPW1PW91 BP86

16S-1 (D3d) 2082 (0), 2084 (5035), 2085 (1784), 2196 (0) 1959 (0), 1961 (4086), 1961 (1496), 2065 (0)
aThe IR intensities are doubled for the doubly degenerate modes.
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ABSTRACT: A new method for generating polypeptide-chain conformations has been developed for studying structural
characteristics of unfolded proteins. It enables us to generate a large number of conformations very rapidly by avoiding atomic
collisions efficiently with the use of main-chain dihedral-angle distributions derived from a crystal-structure database of proteins. In
addition, combining main-chain dihedral-angle distributions for the amino acid residues incorporated in different secondary
structures, we can obtain diverse conformational ensembles with different structural features. Structural characteristics of proteins
denatured in high-concentration denaturant solution were analyzed by comparing predictions from this method with results from
solution X-ray scattering (SXS)measurement. Analysis of the dependence of the mean square radius (Rsq) of protein on the number
of residues and the shape of its Kratky profile has confirmed that the highly denaturing solvent serves as a good solvent in accordance
with previous reports. It was also found that, in order for a conformational ensemble to reproduce experimental data, the percentage
in which main-chain dihedral angles are found in the R region must be in the range of 20�40%. It agrees with studies on the 3JHNR
coupling constant using the multidimensional NMR method. These results confirm that our method for generating diverse
conformations of polypeptide chains is very useful to the conformational analysis of unfolded protein, because it enables us to
analyze comprehensively both of the local structural features obtained from NMR and the global ones obtained from SXS.

’ INTRODUCTION

The detailed molecular mechanism of protein folding and the
physical design principle of the 3D structure of protein have been
the most important targets to be studied in protein science. In
order to solve the problem, it is necessary to clarify structural
characteristics of protein in the completely or partially unfolded
state as well as those in the natively folded state, because the non-
native state appears in the initial or intermediate state of folding
processes.1,2 In recent years, attention has been given to the
function and its expression mechanism of proteins that are
natively unfolded or have an intrinsically disordered region.3

Presumably, these proteins do not have a definite conformation
but have diverse ones in their isolated state not bound to another
protein and/or a ligand molecule. Hence, it is necessary to
analyze detailed structural characteristics of unfolded proteins
also for elucidating the molecular mechanism of expressing their
functions. Under these circumstances, studies for analyzing
structural features of proteins in the unfolded state have become
increasingly important.4,5

Solution X-ray and neutron scatterings (SXS and SNS) and
spectroscopic techniques such as multidimensional NMR are
useful methods that give mutually complementary information
on the structure of unfolded proteins in solution. Application of
the SXS method to a protein in solution yields information of its
global structure such as the mean square radius (Rsq) from a
Guinier analysis, the molecular shape from a Kratky plot, and the
distance distribution function.2 Especially for unfolded proteins,
the statistical feature of an ensemble of chain-like conformations
has been analyzed on the basis of the scaling law that char-
acterizes the dependence of Rsq on the number of residues,Nr.

6,7

From analyses of SXS data, many studies have yielded an
exponent of about 0.6 on the scaling law for the denatured state
of proteins in high-concentration denaturant solution.6,7 It is
assumed from comparison of the exponents estimated theoreti-
cally and experimentally that the conformational characteristic of
the denatured state of a protein under highly denaturing condi-
tions can be well approximated by a random-flight chain with a
finite excluded-volume effect. Kratky-profile analysis also sup-
ports qualitatively the view that the conformation of a highly
denatured protein can be virtually described by a random-flight
chain.8,9 Wang et al.10 took into account the solvation effect in
their method of modeling unfolded protein structures by assum-
ing that the solvation energy of each conformation is propor-
tional to its accessible surface area (ASA). They showed that the
ensemble of conformations generated by their method repro-
duces well the experimental scaling-law exponent and SXS
profile. The scaling-law analysis was also applied to the inter-
mediate observed experimentally at the initial stage of the
refolding process, which indicated that the statistical-structure
analysis of chain molecules is useful for examining the molecular
mechanism of protein folding.11 On the other hand, the prob-
ability distribution function was estimated for the main-chain
dihedral angle ϕ in the fully unfolded state frommeasurements of
the 3JHNR coupling constant by multidimensional NMR.12,13 In
addition, the content of residual secondary structures was
evaluated from chemical shifts of proteins in the partially
unfolded state14 or peptides.15 The information on these local
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structures is complementary to the information on global
structures obtained from the SXS method. In recent years,
NMR and CD (circular dichroism) measurements revealed that
short peptides can form a polyproline II helix in aqueous
solution.16,17 It was also found that residual dipolar couplings
(RDCs) of NMR for staphylococcal nuclease,18 apomyoglobin,19

and some other proteins20 under high-concentration denaturant
conditions show amino acid sequence dependence clearly dif-
ferent from that of a simple bell-shaped form from the calculation
for a homopolypeptide.20 Initially, controversial interpretations
were presented for these RDC data. However, it is now
accepted21 that (a) proteins under such conditions basically
form no specific residual structure such as secondary structures
and (b) unique RDC data result from the fact that the occurrence
probability of main-chain dihedral angles varies with amino acid
species and sequences.

We can see from the above that it is essential to elucidate
characteristics of unfolded-protein structures consistent with the
information on both of the local and global structures. So, it
would be very effective to use a molecular modeling method
where both kinds of information can be accurately taken into
account with a high-performance computer. Several analyses
have already beenmade from a viewpoint such as above. Previous
works22,23 revealed that theRsq of unfolded proteins with residual
secondary structures shows dependence on Nr similar to that of
completely denatured proteins under high-concentration
denaturant conditions. Jha et al.20 reproduced experimental data
of RDCs and the exponent of the dependence of Rsq on Nr, but
the calculated Rsq differs significantly from the experimental
one. The analysis10 reproduced well experimental SXS data, but
no comparative study with local structural analysis as NMR has
been performed yet. Thus, no molecular modeling analysis of
unfolded proteins in which both of the global SXS properties
and the local NMR ones are reproduced has been carried out yet.
One of the reasons for the difficulty of such an analysis is that
conventional methods have not yet enabled us to generate a
sufficiently large number of model structures with both kinds
of information and reasonable conformational energies being
incorporated.

To overcome the problem, we developed a new method for
rapidly generating model structures of unfolded protein, where
polypeptide conformations are produced by using various prob-
ability distribution functions for main-chain dihedral angles
determined with the crystal structures of native globular proteins.
Using this method, we can generate the structure of unfolded
protein very rapidly. Moreover, in most cases, it is possible to
reach a nearby local minimum-energy structure after a small
number of computational steps, because interatomic collisions
are eliminated in all of the initially generated structures. Diverse
ensembles of polypeptide conformations with different structural
characteristics can be generated by combining various main-
chain dihedral-angle distribution functions derived from the
ensembles of residues incorporated in different local structures
of native proteins. We carried out an SXS analysis of the
ensemble of conformations generated by using this method
and considering the solvent effect in the ASA approximation.
From our analysis, we could elucidate the relations among the
scaling-law exponent of Rsq, the SXS profile, the distribution
function of main-chain dihedral angles, and the solvent effect. On
the basis of the results, it is demonstrated that detailed physical
properties of unfolded protein can be analyzed by combining our
modeling method with SXS measurement.

’METHODS

Method for Generating Conformations of Unfolded Pro-
teins. A new computer program was developed for generating
conformations of unfolded proteins. This program is written in
Fortran90 on a Linux computer. It accepts protein�structure data
with any of the formats of Protein Data Bank, AMBER,24 and
GROMACS,25 while it reads in the structural parameters such as
bond lengths and bond angles from an input structure file. In this
study, we use structural data with the GROMACS format and
structural parameters of the AMBER9926 package. Atomic colli-
sions are decided using the set of atomic radii from Tsai et al.27

Generated conformations are energy-minimized using a package
in GROMACS 4.028 and the force field of AMBER 99. Solvent is
implicitly considered by assuming its dielectric constant to be that
of liquid water in evaluating conformational energies. The bond
length of the hydrogen atom is held constant using the LINCS
algorithm. All of the van der Waals and Coulomb interactions
were evaluated within a cutoff distance of 1.2 nm. The steepest
descent method was used for energy minimization.
We analyzed 12 proteins: horse cytochrome c (104 aa), bovine

R-lactalbumin (123), bovine ribonuclease A (124), hen egg
white lysozyme (129), sperm whale myoglobin (153), avian
sarcoma virus integrase core (162), dihydrofolate reductase
(191), MutY catalyic domain (225), triosephosphate isomerase
(250), EcoRl endonuclease (276), UDP-galactose 4-epimerase
(338), and creatine kinase (379). It is assumed here that
cytochrome c and myoglobin are of the apo form and all proteins
are free of disulfide bonds, because the covalent structures of the
same protein must be the same between computational and
experimental7 analyses to compare the results on the dependence
of Rsq on the number of residues, Nr.
Determination of the Dihedral-Angle Distributions for

Main and Side Chains. The main-chain dihedral-angle distribu-
tions (MCDAD) necessary for generating unfolded protein
conformations were determined through the following proce-
dure: First, the 379 native structures satisfying the three require-
ments below are chosen from 526 folds in the Dali Domain
Dictionary 2.0:29,30 (a) The number of residues is larger than 50.
(b) The resolution of X-ray structure analysis is better than
0.24 nm. (c) The probability of occurrence of main-chain
dihedral angles in the “core region31” is higher than 0.94. Next,
all of the main-chain dihedral angles are calculated, and the
secondary structures in all of the structures of target proteins are
determined by using the DSSP algorithm.32 Resulting data of the
main-chain dihedral angles are classified by amino acid species
and secondary-structure types to obtain the six MCDADmodels
denoted as (all), (Rþ tþ c), (βþ t þ c), (tþ c), (βþ c) and
(c) or (coil) for each of the 20 residues. Here, the four letters, i.e.
R, β, t and c (or coil), refer to all of the helices (H, G, and I in
DSSP), β strands (B and E inDSSP), turns with a H bond (T and
S in DSSP), and coils other than those above (all except
secondary structures in DSSP). For example, the (β þ t þ c)
model denotes a MCDAD model constructed from the
MCDADs of the residues not incorporated in any helical
structure. All MCDAD models are assumed to contain the coil
model, and all of the other combinations are taken for analysis,
though the (R þ β þ c) and (R þ c) models are excluded
because they show MCDADs very similar to those of the (all)
and (R þ t þ c) models, respectively.
As an example, the 3D plot of MCDAD for the (all) model

is shown in Figure 1. Around the peak of distribution in the
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R region with the highest occurrence frequency, the number of
occurrences in the unit area with Δϕ = Δψ = 5� exceeds 1000.
Hence, the relative standard error of the number of occurrences in
this area is 3.2%, showing high accuracy in this region. The
definition of the R region as well as those of β and p regions are
given in the literature.33 On the other hand, the number of
occurrences is only slightly larger than 100 around the peak of
distribution in the β or p region, indicating about 10% error or 3
times lower accuracy than that in the R region. However, the
occurrence frequency in the β or p region is more widely
distributed than that in the R region. The percentage with its
standard error that a pair of main-chain dihedral angles occurs in
either the β or p region is 43.6( 0.3%. It is comparable with that
for theR region, 44.0( 0.3%. For the other regions, the number of
occurrences in a unit area is smaller than 50, and the relative error
is still larger. However, the total occurrence probability for these
regions is not so high. For example, the total percentage that a pair
of dihedral angles occurs in some area having a number of
occurrences lower than 10 is only 11%. Thus, MCDADs obtained
in this study acquire enough accuracy to consider the probability of
occurrence in the R region or the β and p regions.
The side-chain dihedral angles are chosen as follows: The

dihedral angle of rotation around a bond between two sp3 atoms
is randomly chosen at the three angles of 60, 180, and 300�with a
range of (15�. The dihedral angle for sp3 and sp2 atoms is
randomly chosen from the whole range of 0�360�. That for two
sp2 atoms is fixed to their optimum value. Exceptionally, those of
χ2, χ3, and χ4 for lysine and χ2, χ3, and χ5 for arginine are
randomly chosen within a range of 180 ( 15�.
Calculation of the SXS Profile, Rsq, and ASA. The SXS

profile of a protein molecule is calculated from the atomic
coordinates derived from its generated conformation using the
following equation:

IðKÞ ¼ ∑
Na

i¼ 1
ffiðKÞg2 þ 2� ∑

i > j
fiðKÞ fjðKÞ

sin Krij
Krij

ð1Þ

where K is the magnitude of the scattering vector, fi(K) is the
scattering factor of atom i, rij is the distance between atoms i and j,
and Na is the number of atoms. Strictly, eq 1 is an expression for
calculating the SXS profile of a molecule in a vacuum. An
experimental SXS profile includes both the contrast effect of

the solvent with finite electron density and the hydration effect
due to differences in spatial distribution between hydration water
and bulk water. As these effects of solvent water are not taken into
account in eq 1, this formula cannot be applied to compare
quantitatively with an experimental profile in the range ofKwhere
they have significant contributions. However, we could confirm
that, for a protein with unfolded conformations generated in this
study, the SXS profiles calculated by using eq 1 virtually agree with
those obtained when including the two solvent effects34,35 in the
range of K < 1.5 nm�1 (data not shown). Hence, we can assume
that eq 1 gives a good approximation for the SXS profile of
unfolded protein. In this study, it is essential to calculate SXS
profiles for protein conformations of a large number of 1 million
per model. So, we limited theK range of analysis to the above and
adopted eq 1, which requires the shortest time for estimating SXS
profiles. For the same reason, the mean square radius (Rsq) is
calculated using the following equation:

Rsq ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑
N

i¼ 1
ne, ir2i

.
∑
N

i¼ 1
ne, i

s
ð2Þ

where ne,i is the number of electrons in atom i and ri is the position
vector of atom i from the center of gravity of the protein.
The accessible surface area (ASA) of the protein is calculated

analytically36 using an originally developed program, “cgp”. Details
on the program cgp will be published elsewhere.We employed the
set of atomic radii by Tsai et al.27 and assumed the radius of probe
water to be 0.14 nm.

’RESULTS

Development of the Program for Generating Conforma-
tions of Unfolded Proteins. Previous methods for generating
conformations of unfolded proteins are roughly classified into two
types by the way of choosing its main-chain dihedral angles. In
one method, main-chain dihedral angles are randomly chosen
from the whole region of (ϕ, ψ).37,38 After that, a possible high-
energy conformation due to atomic collisions is relaxed and then
brought into energy minimization. In the other method, some
main-chain dihedral-angle distribution (MCDAD) derived from
the database of native structures is utilized for generating unfolded
conformations.20 The former is inefficient for generating con-
formations, because the structural relaxation and energy mini-
mization of a conformationwithmany atomic collisions requires a
fairly long computational time, and its conformational energy
often does not converge. The latter enables us to effectively obtain
conformations with no intraresidue atomic collisions by excluding
pairs of ϕ and ψ that lead to atomic collisions such as a pair of
nearly zero ϕ andψ values. As a result, the energyminimization in
the latter is carried out far more easily compared with the former,
because the generated conformation can have only inter-residue
atomic collisions. Taking these into account, we have employed
the following criteria for our new method of generating unfolded-
protein conformations: (1) The all-atommodel is adopted where
all atomic species are explicitly considered. (2) All of the bond
lengths and bond angles are fixed to their respective optimum
values. (3) The occurrence probability of a main-chain dihedral
angle is assumed to be given by a MCDAD derived from an
ensemble of native-protein structures, except that allω’s are fixed
to 180� and the ϕ of proline is fixed to�75�. (4) The side-chain
dihedral angle is randomly chosen from the conformations near
its stereochemically most stable structure (see the Methods

Figure 1. Example of the 3Ddistribution of occurrence frequency on the
(ϕ,ψ) plane for a MCDADmodel, (all). A total of 55 012 sets of (ϕ,ψ)
data are obtained from 379 native-protein structures. All pairs of (ϕ, ψ)
data are sorted with a division ofΔϕ =Δψ = 5�, and the number of data,
Nd, in each unit area is 3D plotted. The color of the 3D surface is changed
with a division ofΔNd = 50, while the areas withNd = 0 are not colored.



2129 dx.doi.org/10.1021/ct100708p |J. Chem. Theory Comput. 2011, 7, 2126–2136

Journal of Chemical Theory and Computation ARTICLE

section for details). (5) All atomic collisions are eliminated
between the two non-hydrogen atoms separated from each other
bymore than three chemical bonds. Criteria 1 and 2 are reasonable
and have also been employed in many previous methods. We
propose a new algorithm for eliminating atomic collisions to satisfy
criterion 5.
The details of our algorithm are described below, and some

examples of generated conformations are shown in Figure 2a�i.
First, the first residue is randomly chosen from among all of the
residues in the given sequence with equal probability. Next,
main- and side-chain dihedral angles of the first residue are
chosen by using the method described above. Then, the Carte-
sian coordinates of atoms are calculated from these dihedral
angles, bond lengths, and angles. Here, the conformation of the
first residue is examined for atomic collisions. In the case of some
atomic collisions, the step of choosing dihedral angles is repeated
again. An example of the conformation thus obtained is shown in
Figure 2a. Next, a residue on either of theN- andC-terminal sides
is chosen for adding to the first residue. Coordinates of the atoms
in the added residue are calculated and examined for intraresidue
atomic collisions. The generated residue is connected to the first
residue so as to form a peptide bond (see the caption of Figure 2).
Possible atomic collisions between the added and first residues
are examined. If no atomic collision is found, we move on to

choosing a new residue to be added. As shown in Figure 2b�d,
the peptide chain is grown alternately toward either the N-term-
inal or C-terminal side. When the newly added residue is either
the N- or C-terminal residue of the protein, the next residue is
naturally chosen so as to grow the chain only in the direction of
the segment not yet generated. In this way, the conformation of a
polypeptide chain is generated so that it can grow toward both
termini. As shown in Figure 2e, when there are atomic collisions
between the added residue and the existing chain, the process is
restarted from the step of choosing dihedral angles of the added
residue. In the case when atomic collisions can never be
eliminated by the above means, the process is restarted with
returning to the step before adding several residues. Eventually,
as shown in Figure 2i, the conformation of the unfolded protein is
obtained, and it meets the five criteria described above.
A unique feature of the present algorithm is that the peptide

chain grows by residue from an arbitrarily chosen residue.
Another feature is that only a small number of residues are
remodeled when encountering atomic collisions. As a result, it is
expected that the computational cost for examining atomic
collisions and remodeling chain conformations is minimized.
To test the performance of our method, we examined how much
the computational time for generating conformations of un-
folded protein is decreased by using this algorithm. A conven-
tional method not using the growing-chain algorithm was
adopted as a reference method. Specifically, the mean computa-
tional times were compared between the cases where the res-
pective methods were employed for generating unfolded chains
of polyalanine with four different chain lengths of Nr = 50, 100,
200, and 400. In the conventional method, the process of
eliminating atomic collisions is carried out after main-chain
dihedral angles of the whole chain are chosen. Except for this
point, there is no distinction between the twomethods. The results
obtained are shown in Figure 3. The two computational times
are nearly the same for a chain of 50 residues. The computational
time with our method, however, is much shorter than that with
the conventional one for the other longer chains: Those with the

Figure 2. Algorithm for generating unfolded protein structures. An
example for apomyoglobin is shown in Figure 2a�i. (a) G129 is chosen
as the first residue. The coordinates of main-chain atoms of the residues
neighboring the first residue, i.e., CR, C, and O on the N-terminal side
and N, H, and CR on the C-terminal side, are calculated simultaneously,
as indicated by dotted circles. These atoms determine the dihedral
angles of rotation, ω, around the peptide bonds on both sides. They are
generated also when the neighboring residues are generated. The
neighboring residues are connected by superimposing the doubly
generated atoms. (b) A130 is chosen as the next residue and added to
the first residue. (c and d) Q128 andM131 are added at steps of c and d,
respectively. (e) The addition of A127 has failed due to the atomic
collision between the two main-chain carbonyl oxygen atoms of D126
and M131, as indicated by a circle. If the number of regeneration trials
exceeds a limit, the process is restarted with returning to the step before
adding several residues. In this study, the former limit is set at 1000 trials,
and the latter limit is set at three residues. We confirmed that changes in
the two technical parameters affect the rate of generating conformations
but have practically no effect on the structural features of generated
conformations. As the number of regeneration trials reached 1000 in the
case of e, G129, Q128, and A127 were deleted, as shown in f. (f, g, and h)
The conformations of G129 and Q128 are regenerated, and N132 is
added at the respective steps. (i) The resultant whole structure is shown.

Figure 3. Comparison of dependences of the mean time, t, required for
generating one conformation of an unfolded alanine-homopolypeptide
on the number of residues,Nr, between the present method (O) and the
conventional one (4). A function of the form of log t = a þ b log Nr is
least-squares fitted to each set of data for Nr= 100, 200, and 400. The
values of the parameters obtained are shown in the figure. The standard
errors of b are 0.02 and 0.05 for the conventional and present methods,
respectively. R2 is greater than 0.999 for both methods. MCDADmodel,
“all”; CPU, Intel Xeon processor (2.8 GHz).
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former and the latter increase with an increase in the number
of residues, Nr, with exponents of 2.2 and 3.6, respectively.
For example, generating 1 million conformations of 400-residue
polyalanine with the conventional method requires a 20 times
longer computational time than that with our method. Hence,
the difference in the process avoiding atomic collisions results
in a great difference in the speed of generating conformations.
We confirmed that (a) almost all of the potential energies of

generated conformations reach their local minima after steps
smaller than 500 and (b) the average difference in conformation
between those before and after energy minimization is smaller
than 0.025 nm in RMSD. These small conformational changes
lead to practically no significant changes in the conformational
parameters such as Rsq and ASA in this study. Hence, we analyzed
the conformation of unfolded proteins, skipping the step of
energyminimization. Consequently, our newly developedmethod
can generate reasonable conformations without energy minimiza-
tion. In conclusion, it enables us to generate a large number of
conformations of an unfolded protein with reasonable potential
energy very rapidly by eliminating atomic collisions efficiently.
Structural Features of Unfolded Proteins. In the following,

we will call each of the different MCDADs a MCDADmodel. To
analyze the structural features of chains derived from different
MCDAD models, we generated 1 million unfolded conforma-
tions for each of the 12 proteins with different Nr’s using six
MCDADmodels. As a result, we obtained 72 different ensembles,
each of which consists of 1 million unfolded conformations. The
ensemble of conformations generated with aMCDADmodel will
hereafter be called briefly theMCDADensemble. The fractions of
R and β regions in each MCDAD and those for the ensemble of
conformations generated from 12 unfolded proteins are shown in
Table 1. Here, the R-region fraction is defined as the probability
that main-chain dihedral angles are chosen in the R region.33 The
β-region fraction is defined similarly to the R-region fraction, but
the β region in this study is defined as the sum of the β and p
regions in the literature.33 The R-region fraction for generated
unfolded proteins is hereafter denoted as ηR (in percent). Each of
the generatedMCDADs reproduces well theR-region fraction for
the corresponding model derived from PDB except for the (Rþ t
þ c) and (all)models. These twoMCDADs having a highηR give
about a 6% lower R-region fraction than those from the database.
Nevertheless, they have a significantly higher ηR’s than the other

MCDAD models for structural analysis. Such consequences for
these two models are caused by the fact that atomic collisions
occur more frequently when main-chain dihedral angles are
chosen in the R region than in the other regions. As a result, the
number of dihedral angles chosen from the other regions increases
for avoiding atomic collisions. To cope with this problem, an
algorithm for further exploring a dihedral angle without atomic
collisions in the R region must be introduced into our method.
There is a trade-off between the effectiveness of this means and the
speed of generating conformations. In this study, we have taken no
precautions to meet the problem, taking account of the speed of
generating conformations. Tominimize the effect of this problem,
not the R-region fraction from the database but the value of ηR
from the generated ensemble is used for comparing calculations
with experimental results. Thus, the value of ηR obtained from
analysis correctly reflects structural features of target proteins. The
ASA (accessible surface area), Rsq (mean square radius), and SXS
(solution X-ray scattering) profile were calculated for all of the
conformations in each MCDAD ensemble.
To see structural features of the generated unfolded confor-

mations, probability distributions of the ASA and Rsq in the
respective MCDAD ensembles for unfolded apomyoglobin are
shown in Figure 4.
We can see from Figure 4a that the bell-shaped ASA distribu-

tions for different models have their respective different peak
positions, and their tails mutually overlap with those of nearby
models. The values of ASA for all of the MCDAD models are
distributed all over the range of 170�220 nm2. The ASA of fully
extended apomyoglobin is 213 nm2, which is found in its range of
the (β þ c) ensemble. To compare our estimate with the
previous one for the ASA of unfolded protein, we evaluated
the ASA of unfolded horse apomyoglobin using the method of
estimating its upper and lower limits described by Creamer
et al.39,40 It yielded estimates for the lower and upper limits of
158 nm2 and 203 nm2, respectively. This lower limit is found in
the minimum ASA region of the (Rþ tþ c) ensemble that gives
the smallest ASA among our conformational ensembles. Con-
sidering that the lower limit is estimated from the secondary-
structure segment of the crystal structure in their method, we can

Table 1. Fractions (%) of the r and β Regions in MCDADs
from the Database and Generated Conformations

R regiona/% β regiona/%

MCDAD databaseb modelc databaseb modelc

(R þ t þ c) 55.1 48.8 30.0 36.3

(all) or (R þ β þ t þ c) 44.0 37.5 43.6 50.5

(t þ c) 24.4 24.0 52.2 57.0

(β þ t þ c) 17.3 16.8 65.5 69.1

(coil) or (c) 6.9 7.6 79.5 80.1

(β þ c) 4.5 4.7 86.9 87.2
aThe definition of the (ϕ, ψ) regions is given in ref 33. The β region in
this paper is a combination of the β and p regions in ref 33. bThese are
estimated from 55 012 sets of (ϕ, ψ) values obtained from 379 native-
protein structures. cThese are estimated from all of the conformations
generated with 12 unfolded proteins. One million conformations are
generated for each set of a MCDAD model and a protein species.

Figure 4. Probability distribution of the (a) ASA and (b) Rsq of
unfolded apomyoglobin. MCDAD model: red, (R þ t þ c); black,
(all); blue, (tþ c); green, (βþ tþ c); purple, (coil); light blue, (βþ c).
Each of the six MCDAD ensembles consists of 1 million conformations.
Division of data: (a)ΔASA = 0 nm2, (b)ΔRsq = 0.2 nm. Estimated error
of probability density: (a) 3 � 10�4, (b) 2 � 10�3. The curves in the
figure are drawn using the cubic spline interpolation.
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safely assume that the unfolded conformation generated by us
gives the lower limit of ASA for the unfolded protein having no
local structure such as secondary structures. On the other hand,
we can see that our ensemble covers broader conformational
space than theirs, as the upper limit is found near the peak of the
(coil) ensemble.
Evidently, the Rsq also covers conformational space exten-

sively, as seen from its distribution shown in Figure 4b. However,
the dependence on the MCDAD ensemble of the Rsq distribu-
tion differs greatly from that of the ASA distribution: All of the
MCDAD ensembles have a common range of Rsq between 3 and
6 nm, and with an increase in the Rsq at the peak position, the
peak height of the Rsq distribution decreases and the width of
distribution increases. It is also notable that the two Rsq distribu-
tions for the (Rþ tþ c) and the (all) ensembles are very similar
to each other, though their ASA distributions are completely
separated. It is strongly suggested that the lower limit of Rsq for
unfolded apomyoglobin is near 2 nmbecause all of the ensembles
show almost the same lower limit of about 2 nm.
To see the relation of the global-structure parameters of ASA

and Rsq to the MCDAD inmore detail, dependences of the mean
ASA and Rsq for the six MCDAD ensembles on their R-region
fraction, ηR, are shown in Figure 5. As seen from Figure 5a, the
mean ASA decreases monotonically with an increase in ηR.
Applying the least-squares fit of a linear function to this plot,
we can see that the standard errors of the fitting parameters for
each protein are sufficiently small, as shown in the caption of
Figure 5. It confirms that the dependence of the mean ASA on ηR
is well approximated by a linear function. In addition, the slope of
this line, i.e., the reduction rate of ASA with increasing ηR, is well
proportional to Nr, and the determination coefficient, R2, ob-
tained from the least-squares fit of this relation is greater than
0.999. We can see from the above that the mean ASA of the
unfolded protein decreases by 0.49( 0.06 nm2 per 100 residues
with a 1% increase in ηR. On the other hand, we found that,
though the mean Rsq decreases with increasing ηR for the
MCDAD ensemble having a ηR lower than 30%, it is hardly
changed with an ηR higher than 30%. The same dependence was
observed for all sizes of proteins taken in this study. This result

strongly suggests that there is a lower limit of Rsq for each
unfolded protein.
The scaling law, i.e., the dependence on Nr, of Rsq is a very

important relation for characterizing the structure of an unfolded
protein. For random-coil chains consisting of Nr(= N þ1) units
(N is the number of virtual bonds), the following equation holds
with a sufficiently large N:41

Rsq ¼ R0N
ν � R0Nr

ν,Nr . 1 ð3Þ

where ν is the scaling exponent. The value is 0.5 for ideal random-
flight chains without an excluded volume effect. The value of ν is
theoretically estimated to be about 0.6 for random-coil chains
with an excluded volume effect.42,43 The R0 is a quantity with a
dimension of length.
To examine the scaling parameters for our MCDAD ensem-

bles, dependences of the mean Rsq on Nr are shown in Figure 6.
As seen from Figure 6a, the values of ν for the respective models
are near the range of 0.55�0.57. These values are intermediate
between those for ideal random-flight chains (ν = 0.5) and
random-coil chains with an excluded-volume effect (ν= 0.6). As
no significant correlation is observed between the vales of ηR and
ν, we can see that the value of ν does not depend effectively on
MCDAD. On the other hand, the value of R0 varies significantly
with MCDAD and decreases monotonically with increasing ηR.

Figure 5. Dependences of the (a) mean ASA and (b) mean Rsq on the
R-region fraction, ηR, of the protein. A least-squares fit of a linear
function, ASA(ηR) = ASA(0)� a� ηR, is made on each data point of a.
The two obtained parameters, ASA(0) and a, their standard errors, and
R2 are listed in Table 2.

Table 2. ASA(0) and a, Their Standard Errors, and R2

PDB ID a/nm2 %�1 ASA(0)/nm2 R2

1hrc �0.49( 0.04 146( 1 0.963

5tim �1.19 ( 0.10 333( 3 0.966

1qk1 �1.81( 0.15 524( 4 0.966

Figure 6. Dependence of the mean Rsq of unfolded proteins on Nr. (a)
Variation of the mean Rsq with the MCDAD ensemble. The correspon-
dence of ensembles to colors is the same as in Figure 4. (b) Variation of
the weighted mean Rsq for the (β þ t þ c) ensemble with solvation
effects. The weightedmeanRsq is obtained using the Boltzmann factor at
T = 298.15 K including solvation free energy, where it is assumed that
the solvation free energy is proportional to the ASA. Proportional
constants, σ: �10 (deep blue), �5 (blue), 0 (green), þ5 (orange), þ10
(red) J mol�1 Å�2. The straight lines are best fitted to respective data by
using eq 3. The obtained parameters, standard errors, and R2 in a and b
are listed in Table 3. Results of a fitting analysis are shown in Figure 8 for
the combinations of MCDAD and σ, including those above.
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These results agree completely with the prediction from polymer
theory.41,42

The dependence of Rsq onNr is shown in Figure 6b, where the
values of Rsq for the respective conformations are averaged by
weighting them with the solvation effect in the ASA approxima-
tion. It is assumed here that the solvation energy is proportional
to the ASA of the protein with a proportional constant, σ. The
statistical-thermodynamically averagedRsq is obtained by weight-
ing the occurrence probability of each generated conformation
with the Boltzmann factor at T = 298.15 K for the solvation
energy. As seen from Figure 6b, the exponent ν, which is given by
the slope of the line, decreases from 0.6 to 0.45 with the above
increase in σ. It shows clearly that solvation significantly affects
the scaling exponent ν in our MCDADmodel, which agrees with
the result of Wang et al.10 on the scaling law analysis.
The calculated Kratky profiles of SXS, which provide impor-

tant information on the molecular shape, are shown in Figure 7.

As seen from Figure 7a, the difference in MCDAD has consider-
able effects on theKratky profile of the unfolded protein. There are
significant effects not only in the small K region of K < 0.5 nm�1

essential for Rsq but also in the intermediate K region of 0.5 < K <
2.0 nm�1. In these K regions, a MCDAD ensemble with a higher
value of ηR yields a higher scattering intensity. On the other hand,
the solvation effect on the Kratky profile is very different from the
effect of MCDAD, as shown in Figure 7b. Introduction of the
solvation effect considerably changes the estimate of scattering
intensity at 0.5 < K < 1.0 nm�1. Especially, there appears a peak in
the profile under poor solvent conditions of σ > 0. On the other
hand, the difference in scattering intensity is fairly small at 1.5 < K
< 2.0 nm�1. All of the Kratky profiles for apomyoglobin nearly
coincide with each other at K = 1.8�2.0 nm�1. Naturally, we can
see that the changes of MCDAD and solvation give qualitatively
different effects on the Kratky profile.
Structural Analysis of Highly Denatured Proteins. As

described above, we could confirm that the differences among
various MCDAD models adopted here are strongly reflected in
the value of R0 in the scaling law and the shape of the Kratky
profiles, to which attention had hardly been paid previously. It is
expected that the true MCDAD model can be predicted from
comparing quantitatively the calculated Kratky profiles with the
experimental ones by using the above result. As a test for the
possibility, we will compare quantitatively experimental data on a
protein in the highly unfolded state in an aqueous concentrated
solution of denaturant with our predictions from various
MCDAD models. The solid and the broken lines in Figure 8
indicate the scaling-law parameter and the range of estimated
errors respectively obtained from an analysis of the reported experi-
mental values of Rsq for proteins in the highly unfolded state.7

As evident from Figure 8a, only the ensembles weighted with
negative σ, i.e., assuming good solvent conditions, can reproduce
the experimental value of ν. In addition, the experimental value of
ν can be reproduced independently of the values of ηR. On the
other hand, as shown in Figure 8b, not only the solvation effect
but also the value of ηR must be limited to reproduce the
experimental value of R0. The prediction for scaling parameters
from an ensemble of generated conformations agrees with
experimental results within experimental error only when the
ηR of its MCDAD is higher than about 20%. In other words,

Table 3. Parameters, Standard Errors, and R2 for (a) Varia-
tion of the Mean Rsq with the MCDAD Ensemble and (b)
Variation of the Weighted Mean Rsq for the (β þ t þ c)
Ensemble with Solvation Effects

(a) Variation of the Mean Rsq with the MCDAD Ensemble
MCDAD ν R0/nm R2

(R þ t þ c) 0.58 ( 0.02 0.20( 0.02 0.996

(all) 0.56( 0.02 0.21( 0.02 0.996

(t þ c) 0.55( 0.02 0.24( 0.02 0.994

(β þ t þ c) 0.55( 0.02 0.31( 0.03 0.991

(coil) 0.57( 0.03 0.48( 0.05 0.983

(β þ c) 0.57( 0.04 0.64( 0.06 0.976

(b) Variation of the Weighted Mean Rsq for the (β þ t þ c) Ensemble with

Solvation Effects
σ/J mol�1 Å�2 ν R0/nm R2

�10 0.59( 0.02 0.24( 0.03 0.994

�5 0.58( 0.02 0.24( 0.03 0.993

0 0.55( 0.02 0.26( 0.03 0.991

5 0.48( 0.02 0.35( 0.05 0.985

10 0.46( 0.02 0.34( 0.04 0.987

Figure 7. Kratky profiles for random chain models of apomyoglobin. The colors of lines in a and b correspond to those in Figure 6a and b, respectively.
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the ensembles with lower values of ηR such as the (βþ c), (coil),
and (β þ t þ c) models cannot reproduce experimental results.
To obtain more detailed information about the protein

structure in the highly unfolded state, the Kratky profile for the
urea unfolded state of apomyoglobin9 and those for the gener-
ated ensembles of the conformation are compared in Figure 9.
The figure shows only profiles for the four ensembles that yield
Rsq close to the experimental one among the 30 ensembles
generated by combining six MCDAD models with five kinds of
solvation effects. The experimental profile lies between those for
the (allσ=�10) and (t = cσ=�5) ensembles at K < 1.5 nm�1. We
cannot make a decision on the validity of a model by comparing
experimental and computational profiles at K > 1.5 nm�1,
because the present method of analysis cannot estimate the
solvent effect on SXS intensity with enough accuracy. The Kratky
profile for the (βþ tþ cσ=�0) ensemble, which has an ηR lower
than those of the two ensembles above, has a similar shape to the

experimental profile but deviates downward in the whole K
region as its Rsq is larger than the experimental one. Adding a
weakly poor solvation effect of σ > 0 to decrease the Rsq of the
ensemble, the shape of the Kratky profile deviates from the
experimental one to approach that of the (coilσ=10) ensemble. To
summarize the above, the ensemble reproducing the experimen-
tal Kratky profile for urea unfolded apomyoglobin is a MCDAD
ensemble for either the (all) or (tþ c) model under good solvent
conditions of σ = �10 to �5 kJ mol�1 Å�2. These results
indicate that the possible MCDAD model needs to be further
limited to reproduce the SXS profile in addition to the scaling
law. Thus, we could predict not only the value of Rsq but also the
solvation effect andMCDADmodel of an unfolded protein more
definitely by comparing the estimated Kratky profile with the
experimental one.

’DISCUSSION

In the algorithm developed in this study for generating
unfolded-protein conformations, we make use of the probability
distribution of main- and side-chain dihedral angles in native
proteins and completely eliminate the atomic collisions between
neighboring residues. As a result, it is expected that the con-
formational distribution of amino acid residues and the con-
formational correlation among them are both adequately
considered. It is for this reason that we could obtain good
agreement between the computation and experimental results
for the parameters reflecting the structural characteristics of a
protein at a short distance. On the other hand, the effect of
cooperative interactions between residues at long distances,
which is essential to the higher-order structure formation in a
protein, cannot be taken into account. For example, an R helix is
generated by its nucleation accompanying a large entropy loss
followed by the cooperative incorporation of helical residues
accumulating small enthalpy gains. However, such a structure can
hardly be generated by our method. It assumes implicitly that the
target is limited to an ensemble of conformations having
practically no cooperative local structure, such as those of
unfolded proteins in a concentrated denaturant solution. Even
if the solvation effect is included, we can hardly generate any

Figure 8. Comparison of experimental and calculated scaling parameters. Variation of the dependence of (a) ν and (b) R0 on theR-region fraction, ηR,
with the solvation effect, where ν and R0 are obtained from the scaling-law analysis of MCDAD ensembles. The color of the data points corresponds to
each value ofσ characterizing the solvation effect, as shown in Figure 6b. The experimental values7 of ν andR0 and their respective standard deviations for
highly unfolded proteins are shown by solid and broken lines: ν = 0.598 ( 0.028 and R0 = 0.192�0.238

þ0.271 Å.

Figure 9. Comparison of the experimental and calculated SXS profiles
for unfolded apomyoglobin. Open circles indicate the experimental
profile under 5 M urea conditions,9 and solid lines indicate the profiles
estimated with various MCDAD ensembles. The MCDAD model and
solvation energy for each estimated profile are as follows: black, (all) and
σ =�10; blue, (tþ c) and σ =�5; green, (βþ tþ c) and σ = 0; purple,
(coil) and σ = 10 J mol�1 Å�2.
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cooperative structure by this method. It is almost inapplicable to
modeling transiently denatured structures such as those in the
intermediate state of protein folding, because they are formed
only under the solution condition that the equilibrium is strongly
biased toward higher-order structure formation. Similar situa-
tions are also expected with denatured structures at high
temperatures, high pressures, and extreme pH. To generate
conformations for a protein denatured under these conditions,
it will be necessary to develop an algorithm that can explicitly
consider the formation of higher-order structures.44 Conversely,
it is expected that this method can be applied effectively to the
structural analysis of natively unfolded proteins that can hardly
form a higher-order structure by itself.

While both ASA and Rsq are important parameters characteriz-
ing the structure of the unfolded protein, the R-region fraction,
ηR, is a quantity reflecting the characteristics of each MCDAD.
Analyzing the interrelation between the former two and the latter
one, we found that the change in ηR is reflected sensitively in the
change in ASA. As shown in Figure 5a, the mean ASA decreases
with an increase inηR. Wewill discuss the reasonwhy this relation
holds in the following. As the bond length and bond angle of a
peptide chain, and the dihedral angle of its peptide bond, ω, are
nearly constant, the angle formed by two neighboring virtual
bonds is predominantly determined by a pair of main-chain
dihedral angles, ϕ and ψ. When a pair of main-chain dihedral
angles of a residue is in the R region, the virtual-bond angle
formed by the neighboring residues is about 90�, which is smaller
than 120�, i.e., the corresponding angle for a residue in either the
β or p region. Therefore, the magnitude of ηR is reflected in the
degree that the main-chain is sharply bent. It is easily understood
that a residue with its main-chain sharply bent tends to approach
neighboring residues and decrease the mean ASA of the protein.
In fact, we can see from Figure 5a that the decrease inASAwith an
increase in ηR is in very good proportion to theNr of the protein.
We can conclude from the above that the difference in mean ASA
between different MCDAD ensembles in the highly unfolded
state is mainly brought about by local effects of the difference in
the degree of spatial proximity between neighboring residues.

On the other hand, the relation between Rsq and ηR is not so
straightforward. A change in MCDAD directly brings about a
change in the local structure, but it must affect indirectly the
values of global structural parameters such as Rsq. Interestingly,
with regard to the scaling law of Rsq, the change in ηR does not
affect the value of ν only to change the value of R0. As shown in
Figure 8b, it decreases monotonically with increasing ηR under
the same solvent conditions. This dependence of R0 on ηR will
reasonably be explained as follows: As an increase in the ηR of a
polypeptide chain increases, the degree of its chain bending, the
Rsq for an ensemble of chains with a higher probability of sharply
bent conformations is smaller than those with lower probability.
This change in Rsq only affects the value of R0 in the low scaling,
because ν hardly depends on ηR under the same solvent
conditions. As the chains in any MCDAD ensemble have a value
of ν larger than 0.5 and are not ideal random-flight ones, it is
difficult to have more detailed, quantitative discussions about the
R0 for MCDAD ensembles. Thus, the effect of differences in
MCDAD appears only in R0 on the scaling law of Rsq. This is in
contrast to the incorporation of solvation effects by the ASA
approximation: It modifies the occurrence probability of each
conformation according to the value of its ASA, which changes
the distribution of the spatial extension of chains to result in a
change in the value of ν.10

We have analyzed the structure of a highly unfolded protein to
confirm the usefulness of conformational ensembles generated
from diverse MCDADs. In practice, comparison has been made
between experimental and computational estimates for the
parameters, ν and R0, of the scaling law of Rsq for highly unfolded
proteins and the SXS profile for urea unfolded apomyoglobin. As
a result, it has become evident that the highly denaturing solvent
is a good solvent with σ =�10 to �5 kJ mol�1 Å�2, and the ηR
for the MCDAD of highly unfolded proteins is in the range of
20�40%. The result of our analysis on the solvation effect agrees
qualitatively with that of Wang et al.10 It is also in accord with the
widely accepted view that denaturant molecules interact directly
with the peptide groups of a protein molecule.45,46 However, the
present method incorporates solvation effects only through
the ASA of the whole protein molecule not taking into account
the variety of its polar atomic groups. Hence, with this method,
we cannot discuss the detailed molecular mechanism of the
interactions involved in protein denaturation such as the hydro-
gen bonding of main-chain polar groups38 and the hydrophobic
interaction of side-chain nonpolar groups47 with water and
denaturant molecules. In addition, even if the difference in the
magnitude of σ between the polar and nonpolar groups is
explicitly considered, it is very difficult to estimate their respec-
tive magnitudes of σ with high accuracy, because the differences
in the proportion of their respective surface areas are fairly small
among the target proteins taken in this study.

On the other hand, it is necessary to discuss more carefully the
R-region fraction. The interrelation between the 3JHNR coupling
constant and the MCDAD has been analyzed for unfolded
proteins. Smith et al.12 determined the correlation coefficient,
γ, between two 3JHNR coupling constants of each residue, which
were measured experimentally and estimated using MCDAD.
They concluded that the structural ensemble of the “COIL”
MCDAD (γ = 0.92) reproduces experimental coupling con-
stants for short peptides having no secondary structure better
than the ensemble of the “ALL” MCDAD (γ = 0.81). Their
MCDAD models are constructed from the probability distribu-
tion of dihedral angles of native proteins similarly to our models.
They reported that the values of ηR for the COIL and ALL
models are 28% and 45%, respectively. These estimates for the
ηR agree fairly well with our estimates of 20�40% in this study.
Analyzing ubiquitin denatured in aqueous 8M urea solution, Peti
et al.13 confirmed that the ensemble for the COIL model
reproduces experimental results with a high correlation coeffi-
cient of γ = 0.96. Thus, the value of ηR estimated from our
analysis for proteins highly unfolded in concentrated denaturant
solution agrees with the result of analysis of NMR coupling
constants. These results confirm that our analysis gives reason-
able estimates for the ηR of the unfolded protein. However, the
information on MCDAD derived from our analysis and NMR
coupling constants is inadequate in particular with respect to the
dependence on amino acid sequence. It will be necessary to verify
the validity of MCDAD models by using more efficient methods
such as the residual dipolar couplings method.19,20

From the viewpoint of molecular biophysics, the structure of a
biomolecule can be described not by mechanics based on the
minimum potential energy but by statistical thermodynamics
based on the minimum free energy, including both enthalpic and
entropic contributions. It is a well-known fact that all of the real,
physical structures are continually fluctuating by various degrees.
In this sense, the structure of a protein molecule consists of an
ensemble of multiple structures not only in the unfolded state but
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also in the intermediate and native states. Especially, an unfolded
proteinmolecule, which is the target of this study, has remarkable
structural characteristics such as those above. It seems to be
impossible to characterize the structure of proteins in the highly
unfolded state. In spite of it, our study revealed that the value of
ηR for seemingly random-flight polypeptide chains in high-
concentration denaturant solution is confined to a fairly
narrow range. This result shows clearly that even the highly
unfolded protein exhibits structural features inherent in proteins.
So, it is expected that this type of study will serve as a step for
clarifying the local structural characteristics of proteins in the
unfolded state.

Our method of analysis using the conformational ensemble of
various MCDAD models has the potential to develop into a
method for more detailed analysis of unfolded proteins. For
realizing the possibility, it is necessary to study various factors
involved in determining the SXS profile in the intermediate and
largeK region of 0.5 <K < 2.0 nm�1. To expand the possibility of
comparing computation with experimental results quantitatively,
it is necessary to obtain the following: (1) precise SXS data in the
wide range of scattering angles including the forward scattering
intensity9 and (2) a method of accurately estimating SXS profiles
that is applicable to unfolded proteins and incorporates solvent
effects explicitly.34,35
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ABSTRACT:We present a coarse-grain (CG) simulationmodel for aqueous solutions of β-D-glucose, cellobiose, and cellotetraose,
based on atomistic simulation data for each system. In the model, three spherical beads are used to represent glucose, and a single
bead is used to represent water. For glucose, the force field is calculated using force matching by minimizing the sum of the square
differences between forces calculated from atomistic and CG simulations. For cellobiose and cellotetraose, we use a hybrid method
where the nonbonded interactions are obtained using force matching and the bonded interactions are obtained using Boltzmann
inversion. We demonstrate excellent agreement in the structural properties between the atomistic simulations and the CG
simulations. This model represents the first step in developing a CG force field for cellulose, as it is of significant interest to study
cellulose behavior at much longer time and length scales relative to atomistic simulations.

’ INTRODUCTION

Carbohydrate polymers are the most abundant organic mate-
rials on Earth because of their prevalence in plants (cellulose,
hemicellulose, pectin) and structural materials in fungi and
insects (chitin). Cellulose is the linear polymer of β-D-glucose,
and a significant component of the global carbon cycle and
potential source of sugars for the production of transportation
fuels. Most enzymatic strategies for deconstructing cellulose
involve the hydrolysis of accessible glycosidic bonds between
sugars.1 However, accessing the individual linkages between
sugars is a significant challenge because cellulose packs into dense
crystalline fibrils. Understanding the structural nature of cellulose
is thus important for determining how enzymes deconstruct plants
in the biosphere and in designing enhanced properties to convert
cellulose to glucose more efficiently for bioenergy processes.

To date, molecular simulation has been used extensively to
understand how glucose, short polymers of cellulose, and
cellulose crystals behave in solution. Most studies to date have
treated cellulose and cellodextrin chains with fully atomistic
models.2�18 A few studies to date have developed coarse-grained
(CG) models of varying resolutions for studying monosacchar-
ides and cellulose.19�23 However, there still remains a significant
need to develop improved CG models for cellulose (and other
carbohydrate polymers) because of the large number of atoms
and the long time scales required to study these polymers. As
pointed out recently for simulations of cellulose crystals, it is
unlikely that anyMD simulations to date have been conducted long
enough (hundreds of nanoseconds) to equilibrate.10,24 It is quite
likely that CGmodels will be necessary to study interesting problems
such as (1) phase transitions in cellulose,25 (2)microfibril dissolution
and behavior in nonaqueous solvents,26�28 (3) material properties

of long cellulose microfibrils and cellulose chains in nonaqueous
solvents,29 (4) the nucleation of cellulose crystals during
biosynthesis,30,31 (5) microfibril aggregation, (6) interactions of
cellulase and cellulosomal systems with the plant cell wall during
biological deconstruction,32�34 and (7) the interactions of cellu-
lose with hemicellulose, pectin, and lignin as a first step in
developing models of the whole plant cell wall.

There are multiple methods for developing CG models in the
literature.35 One class includes methods based on the inverse
Boltzmann rule where the probability distribution (or the radial
distribution function) obtained from the atomistic simulations is
matched using theCGmodel. This class includes the inverseMonte
Carlo36 and the iterative inverse Boltzmann methods.37 In another
class of methods, called force-matching methods, the forces calcu-
lated from the atomistic model are matched by the CG model.38,39

The force-matching method was originally developed by Ercolessi
and Adams for producing atomistic interaction potentials from
ab initio simulations.40 Typically, the matching is done by minimiz-
ing the sum of squared differences in forces generated by atomistic
and CG simulations. Izvekov and Voth termed this method
multiscale coarse-graining (MS-CG) because the CG model is
constructed using information from the atomistic scale.

Force matching has emerged as a powerful method to develop
the force fields necessary to conduct CG MD simulations.
However, many of these studies41 focus on systems that only
require two-body interactions. Going toward more complex
systems with angles and dihedrals, Noid et al. used force
matching to model ethylmethylimidazolium (EMIMþ)/NO�

3
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ionic liquid.42 In their work, the EMIMþ molecule was modeled
using four CG beads, and the NO�

3 molecule was modeled using
a single CG bead. In addition, Izvekov and Voth have recently
applied the force-matching method on lipid bilayers.43,44 In
particular, the work in ref 43 shows that the force-matching
method can be used to coarse-grain out the solvent to obtain a
solvent-free model. Application of the force-matching method to
ion channels shows that the method can be used to calculate the
interactions for a mixed system with atomistic and CG parts.45 In
a recent article, Lu et al.46 discuss the various options for the
implementation of the force-matching method, which has been
extended for transfer between temperatures,47 the isothermal�
isobaric ensemble,48 and three-body potentials.49

Using their own method that is based on reproduction of
atomistic structural and thermodynamic properties, Molinero and
Goddard developed a three-bead model to describe R-D-glucose
and mapped the forces from atomistic simulations on the CG
model.20,50 They used this approach to model glucose in aqueous
solution and in glasses. Their CG model yields good agreement
with the atomistic simulations for density, structural properties,
and cohesive energy. Molinero and Goddard later used their CG
model to studywater diffusion in glucose glasses.50 Liu et al.21 used
a model similar to that used by Molinero and Goddard to coarse-
grain R-D-glucose. In their method, the bonded interactions were
fitted to harmonic potential functions, whereas the nonbonded
interactions were tabulated and calculated using force matching.
Liu et al. obtained good structural agreement between the CG and
the atomistic simulations. Furthermore, they showed that their CG
model could be applied to other temperatures and pressures than
where it was originally derived.

Additionally, our group recently developed a preliminary CG
force field to study the hydrophobic face of crystalline cellulose in
the presence of an atomistic carbohydrate-binding module.23,51

The original model for cellulose was based on the glucose CG
model from Molinero and Goddard,20 and Boltzmann inversion
was used to fit the bond, angles, and dihedral parameters. For the
nonbonded terms, rescaling factors were applied to a standard
6�12 Lennard-Jones potential to represent the directionality in a
cellulose Iβ crystal from atomistic simulations. The solvent was
represented by the generalized Born model with switching
(GBSW).52,53 The CG model was found to agree well with the
atomistic simulations, except in the a lattice parameter (or layer
spacing) for cellulose Iβ. In our previous studies, we used a
multiscale model to study enzyme behavior on the hydrophobic
face of cellulose Iβ, and thus this model was adequate for the
intended purposes. We used this model to examine the behavior
of a Family 1 carbohydrate-binding module (CBM) on cellulose
and showed that the CBM has regions of thermodynamic
stability along a cellulose chain on the surface every 1 nm, which
was later confirmed with an atomistic study.54

Recently, Wohlert and Berglund developed a coarse-grained
force field for native cellulose within the MARTINI force field
suite.55 They parametrized their model with partition free energy
calculations for cellodextrin oligomers between water and cyclo-
hexane and then extended the parameters to model cellulose Iβ.
They found that to maintain the staggered conformation of
origin and center chains in cellulose Iβ,56 an additional repulsive
term was needed in the force field between certain beads in
cellulose. From this, they conducted MD simulations of a
cellulose microfibril and compared the lattice parameters to the
experimentally determined structure.56 They found good agree-
ment down the length of the cellulose chains but observed

substantial deviation from the a and b lattice parameters relative
to the experimental structure. The authors used their model to study
the surface diffusion of the Family 1 Cel7A CBM and found good
agreementwith the experimentallymeasured diffusion coefficient for
a Family 2 CBM. However, the authors pointed out that, similar
to the model of Bu et al.,23 their model is not useful for studying
cellulose microfibril properties beyond surface properties.

In this article, we describe the development of coarse grain
models of β-D-glucose, cellobiose, and cellotetraose as a first step
to developing a CG model for cellulose. Glucose is the smallest
repeat unit of a cellulose chain, and a CG model of this molecule
serves as a logical starting point toward developing a model of
cellulose. Cellobiose (1,4-O-β-D-glucopyranosyl-D-glucose) is the
conformationalmonomer in crystalline cellulose, and cellotetraose
is the smallest cello-oligomer that has an internal cellobiose unit.
Thus, we anticipate that the force field for cellotetraose will be a
reasonable first iteration for a CG force field of cellulose. The
method of Noid et al.42,57 was originally applied directly for each of
these molecules. However, we found that this approach is only
useful for glucose, and a hybrid of force matching and Boltzmann
inversion was needed for cellobiose and cellotetraose.

’METHODS

Atomistic Simulations. All of the molecular dynamics (MD)
simulations were performed using CHARMM.58 For all three
atomistic systems (glucose, cellobiose, and cellotetraose), the
molecules were initially placed on a cubic grid and solvated with
TIP3P water.59 The system was then equilibrated using constant
pressure simulations. The production runs were conducted in the
canonical ensemble where the size of the simulation box was set
to be equal to the average density from the constant pressure
simulations. The time step in the atomistic MD simulations was
2 fs, and the nonbonded interaction cutoff distance was 12 Å. The
electrostatic interactions were calculated using the particle mesh
Ewald method with sixth-order spline, k = 0.32, and a 32� 32�
32 grid.60 The SHAKE algorithmwas used to fix the bond lengths
to hydrogen atoms.61 The carbohydrates weremodeled using the
C35 force field.62,63 The atomistic MD simulations of glucose
consisted of 64 glucose molecules and 551 TIP3 water molecules
(total 3189 atoms) in a cubic box with side length of 30.79 Å. The
length of the production run was 120 ns. The atomistic MD
simulations of cellobiose included 32 cellobiose molecules and
1169 water molecules (total 4947 atoms). The production run
length was 240 ns. The atomisticMD simulations of cellotetraose
consisted of 32 cellotetraose molecules and 4954 water molecules
(total 17 646 atoms). The production run length was 60 ns.
Coarse-Grain Model. In our coarse-grain model, each glycan

is represented with three beads (AT, BB, C), and each water
molecule is replaced with one bead (W) as originally used by
Molinero and Goddard20 and later by Liu et al.21 for modeling
glucose and Bu et al.23 for modeling cellulose. Figure 1a shows
the arrangement of the coarse grain beads in glucose and the
corresponding atoms.
Generally, the CG force field consists of nonbonded pair

interactions, bonded pair interactions, angular three-body inter-
actions, and dihedral four-body interactions and is represented
numerically using lookup tables. This allows the interaction
potentials to be of any shape, and no functional form is assumed.
As described in the Results section, this feature is essential in
capturing the nonharmonic nature of the bonded interactions
and the shape of the nonbonded pair interactions. In all three
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models, each CG bead is positioned at the center-of-mass of the
atoms that correspond to the beads, and the mass is set to be the
sum of the masses of these atoms. We did not include explicit
point charges in the CG model. Instead, the Columbic and van
der Waals interactions are joined together in the CG force field.
Throughout the description of the beads in the model, we use
subscripts to differentiate specific beads of the same type (e.g., C1

and C2 are the same bead type but have different locations in
cellobiose and cellotetraose).
In the CG model for glucose, there are bonded interactions

between all three beads and nonbonded interactions between all
beads in separate glucose molecules. There are no nonbonded
interactions between beads in the same CG glucose molecule
because hydrogen bonding interactions between the hydroxyl
groups on a glucose residue are incorporated into the bonded
interactions. The nonbonded interactions between each glucose
bead and water were also calculated.
Figure 1b shows the atomistic structure of cellobiose and the

definition of the CG beads. To differentiate between the reducing
and nonreducing ends of cellobiose, we use bead names AT, or
“A top”, and BB, or “B bottom”. We note that the B1 bead in
cellobiose has one oxygen atom compared to glucose, where it
has two. In the CG cellobiose model, there are bonded interac-
tions between all neighboring beads, i.e., AT�C1, AT�B1,
B1�C1, B1�A2, C2�A2, C2�BB, and A2�BB. In addition, the
model contains a bonded interaction between C1 andC2 beads to
mimic the nonbonded interaction. Themodel also has an angular
potential between beads C1�B1�A2 and C2�A2�B1 and dihe-
dral potentials B1�C1�C2�A2, AT�B1�C1�A2, and BB�
A2�C2�B1. In the cellobiose CG model, water is also repre-
sented using a single bead, and the nonbonded interactions are
only included between beads in different cellobiose units.
The CGmodel for cellotetraose is shown in Figure 1c, and the

definition of the beads is similar to the cellobiose model. The
only difference is that we introduce an additional bead type, CB
or “C bottom”. That is, for cellotetraose, we distinguish CB from
C1, C2, and C3 because we noticed that this model gave slightly
better agreement with the atomistic results than where all four C
beads were of the same type. Note that cellotetraose has two
glycans (2 and 3 in Figure 1c) in the core of the molecule that will
not have reducing end or nonreducing end interactions. Thus,

the force field for these middle glycans may be more similar to
what is found in the core of cellulose chains.
In setting up the bonded interactions for the CG models, one

must be careful to choose the set of bonds, angles, and dihedrals
that retain the correct atomistic molecular configuration; i.e., if
one or more bonds are missing, the CG model will have degrees
of freedom that are not constrained by the force field. Such
“underdetermined” systems have internal degrees of freedom
that are not constrained in the same way as they are in the
atomistic system. For example, if we were to take away the
B�C�C0�A dihedral interaction from the cellobiose model, the
system would freely rotate around its dihedral. Force matching
would still give us potentials that look reasonable, but the
behavior of the system would not correspond to the atomistic
model for cellobiose. One must also be careful not to over-
determine the interactions. Interactions are overdetermined if
one of the bonds, angles, and dihedrals can be left out and
the structure can still be uniquely identified. Overdetermined
sets of bonded interactions typically give rise to interaction
potentials that do not exhibit minima even though the total
potential energy still has a minimum. In the case of glucose,
setting up the bonded interactions is simple. Clearly, the three
bonds uniquely define the molecular configuration, and none of
them can be left out. One way to overdetermine the CG glucose
model would be to add an angle between A, B, and C beads. In
the case of cellobiose, setting up the bonded interactions is more
complicated, and the set of bonded interactions we use is not
unique. We developed this set by trying seven different combina-
tions of bonded interactions. In this trial-and-error process, we
calculated the bonded interaction potentials using the force-
matching method. Some of the sets were discarded because they
were overdetermined and yielded interaction potentials that do
not have a minimum. Some others were discarded because they
were underdetermined.
Force-Matching Method. The CG force field is represented

by a lookup table where the forces are defined on a linear grid
with a fixed bin width. We use ND to denote the total number of
bins in all lookup tables. That is,ND includes all lookup tables for
both bonded and nonbonded potentials.
In the force-matching method, the forces between CG beads

are matched to the force data from atomistic MD simulations
using a least-squares fit. As shown by Noid et al.,42 the least-
squares problem reduces to a linear equation of the form

gX ¼ f ð1Þ
where g is a matrix of size 3Nnt� ND, x is a vector of length ND,
and f is a vector of length 3Nnt. Here, N is the number of CG
beads, and nt is the number of frames in the atomistic trajectory.
Vector f consists of forces acting on each CG bead in each frame,
which is obtained from the atomistic trajectory. Vector x is the
unknown, consisting of the table lookup values. That is, once eq 1
is solved, x contains the CG force field. To explain the structure
of matrix g, we consider a simple case of two particles A and B
connected by a bond. In this case, the elements of g are given

gtA, d ¼ cA � cB
rAB

θðrAB � rdÞ ð2Þ

where c is one of the Cartesian coordinates c = x, y, z; t is the
frame t = 1, ..., nt; rAB is the distance between particles A and B;
rd = rminþ δx(d� 1) is the bin location, d = 1, ...,ND; and θ is a δ
function with width δx. To reduce the size of matrix g, one
can normalize eq 1 by multiplying it on both sides with gT.

Figure 1. Atomistic structure of (a) glucose and water, (b) cellobiose,
and (c) cellotetraose with definition of the CG beads. For cellotetraose,
the mapping to CG beads is indicated by the arrow.
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Using the notation G = gTg and b = gTf, we obtain

Gx ¼ b ð3Þ
where now G is an ND � ND matrix and b is a vector of length
ND. Noid et al.42 showed how to construct G and b without
constructing the (usually very large) matrix g. The advantage of
using eq 3 versus eq 1 is that the size of matrix G is usually much

smaller than that of matrix g. This is because the size of matrix g
increases linearly with the size of the atomistic trajectory.
Finally, once x is solved from eq 3, the force between particles

A and B at distance r is given by

fABðrÞ ¼ ∑
d

xdθðr � rdÞrr ð4Þ

Figure 2. Contour plots of the probability distribution of the B1�C1�C2�A2 dihedral angle versus the C2�A2�B1 angle from MD simulations of
cellobiose. The main figure shows the result for the CGmodel where bonded interactions are obtained using Boltzmann inversion. The inset shows the
result for the atomistic model. The snapshot shows the configuration of the cellobiose corresponding to the basin of attraction at (60�, �100�).

Figure 3. Contour plots of the probability distribution of the B1�C1�C2�A2 dihedral angle versus the C2�A2�B1 angle from MD simulations of
cellobiose showing the result for the CGmodel where the bonded interactions are obtained from force matching. The snapshots correspond to the basin
of attraction at (110�, �25�).
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where xd is the dth element of vector x, and the role of the δ
functionθ is to select the contribution at the correct distance range
r = rd� δx/2, ..., rdþ δx/2. Amore detailed description on how to
construct G and b is given in the original article by Noid et al.42

We wrote a C-language program to perform the force matching.
The program takes as input the atomistic PSF (CHARMM protein
structure file) file, atomistic trajectory file, CG PSF file, and a file
defining which atom belongs to which CG bead. The program then
goes through the trajectory and builds the G matrix and b vector.

This part of the program is by far the most time-consuming.
Therefore, we parallelized the program such that it splits up the
trajectory evenly for all CPUs, and eachCPUbuildsG andb for their
part of the trajectory. At the end, the program combines theG and b
matrices and vectors from all CPUs into the final result. Finally, the
linear equation in eq 1 is solved using singular value decomposition
(SVD), which was implemented using the CLAPACK library.64

Boltzmann Inversion.We found that the direct application of
force matching for cellobiose and cellotetraose produces bonded

Figure 4. Bonded pair potentials for (a) glucose, (b and c) cellobiose, and (d) cellotetraose CG models. In b, “B�A” refers to the “B1�A2” bond
between glucose residues, as shown in Figure 1 (b). Similarly, in d, “B�A” refers to the “B1�A2”, “B2�A3”, and “B3�A4” bonds between glucose
residues, as shown in Figure 1c.

Figure 5. Bonded pair potentials for (a) cellotetraose, (b) cellobiose, and (c) cellotetraose CG models. In a, “A�B” refers to bonds “A2�B2” and
“A3�B3” within the glucose residue, as shown in Figure 1c.
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interactions that give rise to nonphysical conformations. The
reason for this is that the force-matching method retains the
correlations between bonded interactions, but these correlations
are not taken into account in the subsequent MD simulations of
the CGmodel. This problem is highlighted in Figure 2, where we
plot contours of the probability distribution of the B1�C1�
C2�A2 dihedral angle as a function of the C2�A2�B1 angle from
MD simulations of cellobiose. The inset in Figure 2 shows the
contour plot from atomistic MD simulations. Comparing the
inset in Figure 2 with Figure 3, which shows the contour plot
from CG MD simulations where the bonded interactions are
obtained using the force-matching method, we clearly see that
CG simulations do not agree with the atomistic simulations.
Instead, the CG simulations favor the “flipped” configuration
shown in the snapshot in Figure 3.
To work around this issue, we used a hybrid method where the

bonded interactions are obtained from Boltzmann inversion and
the nonbonded interactions are obtained from force matching.
This approach has been used previously by Liu et al.21 in the
coarse-graining of glucose. In Boltzmann inversion, we first
calculate the histograms h(r) for each bond length, angle, and

dihedral angle and then apply the following equation:

UðrÞ ¼ � kBT ln½hðrÞ� ð5Þ

to obtain the interaction potential U(r), where kB is the
Boltzmann constant and T is the temperature. Finally, we use
numerical derivatives to calculate the force from the potential in
eq 5. In the hybrid method, we first calculate both the bonded
and the nonbonded interactions using force matching. We then
replace the force-matched bonded interactionswith theBoltzmann
inverted bonded interactions. Note that there is a minor inconsis-
tency here: the nonbonded interactions are no longer completely
consistent since the force-matched bonded interactions have been
exchanged for theBoltzmann inverted bonded interactions.To check
that our approach is accurate, we again conducted force matching
with a new force data set, where the histogram-based bonded
interactions were subtracted. The result is a new set of nonbonded
interactions that was then used with the histogram-based bonded
interactions. We then ran CG MD simulations using this new force
field. For both cellobiose and cellotetraose, the results were indis-
cernible from the results with the original, inconsistent hybrid force

Figure 6. Angular potential for (a) cellobiose and (b) cellotetraose CG models.

Figure 7. Dihedral potentials for (a) cellobiose and (b and c) cellotetraose CG models.
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field without the subtraction of the histogram-based bonded inter-
actions. Therefore, we decided to use the original hybrid force field.
Figure 2 shows the contour plot for the hybrid method.

Comparing the main figure with the atomistic result in the inset,
we see that the hybridmethod results in cellobiose configurations
that closely agree with the atomistic data. In summary, the coarse-
graining process for cellobiose and cellotetraose was as follows:
Step 1 Perform atomistic simulations
Step 2 Calculate nonbonded CG force field using force

matching
Step 3 Calculate bonded CG force field using Boltzmann

inversion
Step 4 Perform the CG simulations using the force fields from

steps 2 and 3
Implementation in CHARMM. To perform the CG MD

simulations usingCHARMM,wemodifiedCHARMMtouse lookup
tables for bond length, angular, and dihedral interactions. To prevent
CHARMMfromassigning nonbonded interactions between beads in
the same cellobiose or cellotetraose unit, we added “zero-force”
bonded interactions to the model. These are simply bonded force
lookup tables that are set to zero at all distances. For cellobiose, we

added AT�A2, AT�BB, and B1�BB bonds and AT�BB�C,
B1�BB�C, and C�B1�BB angles. For cellotetraose, we added
AT�A3, AT�A4, B1�B2, B1�B3, B2�BB, C1�B2, C1�B3, C1�B4,
C3�B1,A3�C1,A4�C1,C1�BB,C2�BB,C3�BB,A1�A2,A1�A3,
A1�CB, B1�CB, B2�CB, B3�CB, C1�BB, C2�BB, and C3�BB
bonds and AT�A2�B2, AT�A2�B3, AT�A2�BB, AT�A2�C2,
AT�A2�C3, AT�A2�CB, B1�B2�A3, B1�B2�A4, C1�AT�C3,
C1�AT�CB, A2�AT�B3, A2�AT�BB, B2�AT�A4, and A3�
AT�CB angles.
In our force-matching program, the nonbonded force field was

represented using lookup tables with bin width Δx = 0.05 Å and
low and high cutoffs of 2.3 Å and 12.0 Å, respectively. The
bonded, angular, and dihedral force lookup tables had bin widths
of Δx = 0.02 Å, Δθ = 1.0�, and Δϕ = 1.0�, respectively. The
program automatically detects and sets the upper and lower
bounds of bonded, angular, and dihedral force tables.

’RESULTS AND DISCUSSION

Coarse-Grained Force Fields. Figures 4 and 5 show the
bonded pair potentials for glucose, cellobiose, and cellotetraose.

Figure 8. Nonbonded pair-potential between CG water (W) and beads AT, BB, and C, in the CG glucose model.

Figure 9. Nonbonded interactions in CG cellobiose model.
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We are showing the postprocessed potentials where we have
added repulsive barriers on the edges of the potentials. In practice,
this was done via a linear extrapolation of the force data. This gives
rise to quadratic repulsion in the potential energy.
To facilitate a comparison between the pair potentials, the

graphs in Figures 4 and 5 are plotted on the same axis scale. The
location of the global minimum of the glucose AT�BB potential
matches with the cellobiose and cellotetraose A�BB potentials,
but does not match with the cellobiose and cellotetraose AT�B
or A�B potentials. This can be explained by the difference in the
center of mass between the AT and A and the BB and B beads.
The AT bead only has an additional hydrogen atom compared to
A; hence the center of mass of AT is very similar to that of A.
Compared to B, the BB bead has an additional oxygen and
hydrogen atoms; hence the center of mass of BB is different from
that of B.
The B�A bonded potential is shown Figure 4b and d for

cellobiose and cellotetraose, respectively. We see that the B�A
potential agrees well between cellobiose and cellotetraose, both
having a global minimum at around 3.5 Å, and a local minimum at
around 2.6 Å. The C�C bonded pair potential is shown in
Figure 5b and c for cellobiose and cellotetraose, respectively. As

can be seen, the C�C potential agrees well between cellobiose
and cellotetraose. Theminimum in the C�Cpotential is at 6.3 Å,
which compares well with the minimum in the crystalline
cellulose where the equilibrium distance is 6.7 Å.
The double well behavior shown in Figure 4a for the BB�C

interaction is due to the change in conformation of the primary
alcohol group in the atomistic simulations. This behavior is seen in
multiple cases for glucose, cellobiose, and cellotetraose in
Figure 4b�d and in Figure 5a. The local minimum in Figure 4a
for the AT�BB interaction is due to the carbon ring puckering.
The same effect of ring puckering is seen in Figure 4b andFigure 5a
for cellobiose and cellotetraose. Ring puckering is a relatively rare
event occurring approximately once for one of the 64 glucose
molecules during a 20 ns simulation. Therefore, the lack of
puckering in Figure 4c and d is most likely due to inadequate
sampling in these rarely visited regions.
Figure 6a and b show the angular potentials for cellobiose and

cellotetraose, respectively. Comparing the figures, we see that the
angular potentials for the two models are in good agreement.
Figure 7a shows the dihedral potentials for cellobiose, and

Figure 7b,c show the dihedral potentials for cellotetraose.
Comparing Figure 7a�c, we see that these dihedral potentials

Figure 10. Nonbonded interactions in the CG cellotetraose model.

Figure 11. Nonbonded interactions in the CG cellotetraose model (continued from Figure 10).
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agree quite well between cellobiose and cellotetraose. The only
major difference is in the A�B�C�A potential shown in
Figure 7c, which has a secondary local minimum at around 90�.
It is interesting to note that, as can be seen from Figures 4�7,

almost all bonded potentials are nonharmonic and therefore
cannot be fitted with an analytical harmonic function such as has
been done in some previous work.20,21

Figure 8 shows the nonbonded interaction potentials for the
CG glucose model. As shown in Figure 8, the nonbonded

interaction potentials cannot be easily described by a functional
potential, such as the Lennard-Jones potential.
Figure 9 shows the nonbonded interactions in the CG

cellobiose model. Figures 10 and 11 show the nonbonded interac-
tions for the CG cellotetraose model. For the cellobiose force
field to be suitable for use as a force field for CG cellulose, it
should have nonbonded interactions that are similar to the non-
bonded interactions in the cellotetraose model. It is therefore
interesting to compare the nonbonded potentials in the cellobiose

Figure 12. Radial distribution functions from atomistic (solid line) and CG (dashed line) simulations of glucose for AT�AT, BB�BB, C�C, and
AT�BB bead pairs.

Figure 13. Radial distribution functions from atomistic (solid line) and CG (dashed line) simulations of glucose for BB�C, AT�C, AT�W, and
BB�W bead pairs.
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and cellotetraose models. Wemake the comparison for the B�A,
B�C, and C�A nonbonded potentials. These potentials are
shown in Figure 9b�d and Figure 10b�d for cellobiose and
cellotetraose, respectively. For example, we compare the B�C
interaction potential. As shown, the B�C potential has an
attractive well around 5.5 Å for both cellobiose and cellotetraose.
However, the depth of the well for cellotetraose is about twice as
much as it is for cellobiose. A similar comparison for B�A and
C�A nonbonded potentials shows the same trend where the
cellotetraose potential is always more attractive than the cello-
biose potential.
Comparison of Coarse-Grain and Atomistic Simulations.

To validate the coarse-grain models, we compare the radial
distribution functions (RDF) from the atomistic and coarse-
grain simulations. The atomistic RDF was calculated by mapping
the CG beads onto the atomistic trajectory. To avoid the RDFs
being dominated by the bonded interactions, we exclude the
contributions from beads in the same glucose, cellobiose, or
cellotetraose units.
Figures 12�14 show the comparison for glucose. As we can see,

the CG and atomistic results are in good agreement for glucose.

Figure 15 shows the histograms of the bonds AT�BB, BB�C,
and C�AT from the atomistic and CG simulations of glucose. As
we can see, the agreement between the atomistic and CG
simulations is excellent.
Figures 16 and 17 show selected RDFs for cellobiose and

cellotetraose, respectively. As we can see, the agreement with the
atomistic results is not as good for cellobiose and cellotetraose than
for glucose. From Figures 16 and 17, we see that the agreement is
very good for the RDF between the C bead and CG water (W).
This is true in general for both cellobiose and cellotetraose; i.e.,
the agreement is very good for all RDFs that are between a bead
and CG water (including the water�water RDF). The rest of the
RDFs for both cellobiose and cellotetraose are shown in the
Supporting Information.
Our eventual goal is to create a CG model for cellulose. To

model the cellulose fibril crystal structure correctly, one has to
correctly model the intrachain A�B, A�C, and B�C interac-
tions. Figure 17 shows the comparison between the atomistic and
CGRDFs for A�B, A�C, and B�C, respectively. As can be seen
from the figures, the location of the first peak matches well
between the two results. This suggests that our CG force field for

Figure 14. Radial distribution functions from atomistic (solid line) and CG (dashed line) simulations of glucose for C�W and W�W bead pairs.

Figure 15. Histograms of bonds from the atomistic (solid line) and CG (dashed line) simulations of glucose.
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cellotetraose has the potential for correctly reproducing the cellulose
fibril crystal structure, which we will examine in a future study.
Figure 18 shows the B�C�C�A dihedral angle probability

distribution for cellotetraose from atomistic and CG simulations.
As can be seen, the shapes of the distributions match fairly well at
the most stable configuration, around �100�. We also see that
the finer details of the distribution, such as the metastable
configuration at �25�, is not reproduced by the CG force field.
Finally, we make a comparison for the end-to-end distance for

a single cellotetraose chain in water. We ran both atomistic and

CG simulations of a single cellotetraose chain and 1470 water
molecules in a boxwith a size of 29.22� 38.75� 39.10Å3. Figure 19
shows the probability distribution p(L/n;n) = n � P(L/n;n) of
the end-to-end distance L. (Note that this is the same order
parameter that was used in the work by Shen et al.4) The solid
(blue) and dashed (red) lines plot the probability distribution
between AT and BB beads from the atomistic and CG simulations,
respectively. As can be seen, the location of the maximum of the
probability distribution agrees fairly well, although the shape of
the probability distribution is broader in the CG results.

Figure 16. Radial distribution functions from atomistic (solid line) and CG (dashed line) simulations of cellobiose.

Figure 17. Radial distribution functions from atomistic (solid line) and CG (dashed line) simulations of cellotetraose.
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’CONCLUSIONS

We have developed a CG force field for glucose, cellobiose,
and cellotetraose using a combination of force matching and
Boltzmann inversion. In our CG model, every glucose unit
consists of three spherical beads, and water is modeled as a single
bead. We note that for all three models, both the bonded and the
nonbonded interaction potentials had highly nonanalytical fea-
tures; i.e., fitting of the CG force field with Lennard-Jones type

and harmonic potentials would likely not be accurate. This model
represents the first step to develop an accurate CG model for
cellulose crystals in solution, which will make tractable multiple
studies on cellulose biosynthesis, interconversion between dif-
ferent cellulose structures, and material properties of cellulose
structure. Future research involves extending the CG model for
longer cellulose fibrils by extending the cellotetraose model to
cellohexaose, then applying the force field to long cellulose fibrils.

Figure 18. B�C�C�A dihedral angle distribution for cellotetraose from atomistic (solid line) and CG (dashed line) MD simulations.

Figure 19. Probability distribution of the end-to-end chain distance for cellotetraose. The solid (blue) and dashed (red) lines show the result for the
distance between AT and BB beads.
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ABSTRACT: Molecular mechanical force field (FF) methods are useful in studying condensed phase properties. They are
complementary to experiments and can often go beyond experiments in atomic details. Even if a FF is specific for studying
structures, dynamics, and functions of biomolecules, it is still important for the FF to accurately reproduce the experimental liquid
properties of small molecules that represent the chemical moieties of biomolecules. Otherwise, the force field may not describe
the structures and energies of macromolecules in aqueous solutions properly. In this work, we have carried out a systematic study
to evaluate the General AMBER Force Field (GAFF) in studying densities and heats of vaporization for a large set of organic
molecules that covers the most common chemical functional groups. The latest techniques, such as the particle mesh Ewald
(PME) for calculating electrostatic energies and Langevin dynamics for scaling temperatures, have been applied in the molecular
dynamics (MD) simulations. For density, the average percent error (APE) of 71 organic compounds is 4.43% when compared to
the experimental values. More encouragingly, the APE drops to 3.43% after the exclusion of two outliers and four other
compounds for which the experimental densities have been measured with pressures higher than 1.0 atm. For the heat of
vaporization, several protocols have been investigated, and the best one, P4/ntt0, achieves an average unsigned error (AUE) and a
root-mean-square error (RMSE) of 0.93 and 1.20 kcal/mol, respectively. How to reduce the prediction errors through proper van
der Waals (vdW) parametrization has been discussed. An encouraging finding in vdW parametrization is that both densities and
heats of vaporization approach their “ideal” values in a synchronous fashion when vdW parameters are tuned. The following
hydration free energy calculation using thermodynamic integration further justifies the vdW refinement. We conclude that simple
vdW parametrization can significantly reduce the prediction errors. We believe that GAFF can greatly improve its performance in
predicting liquid properties of organic molecules after a systematic vdW parametrization, which will be reported in a
separate paper.

1. INTRODUCTION

Molecular dynamics simulation has become increasingly
important in studying the structures, dynamics, and func-
tions of biomolecules.1 Nevertheless, it is also an important
tool for predicting a variety of molecular properties.2 The
power of MD simulations lies in that it can provide atomic
details on the dynamics of a simulation system under condi-
tions that are beyond the scope of experiments. Even for
some specific force fields, such as CHARMM,3,4 AMBER,5,6

OPLS,7 and GROMOS,8,9 which were developed mainly to
study the biomolecules, it is often critical for them to
reproduce the bulk properties of some small molecules that
represent the moieties of biomolecules. With the continually
increased demand of “ideal” molecular mechanical models to
study ligand�protein and ligand�nucleic acid interactions, it
is important to develop a general purpose force field that is
totally compatible with one or a set of biomolecular force
fields for studying the interactions between biomolecules and
organic molecules. The General AMBER force field
(GAFF)10 was developed in this spirit to study biomolecu-
le�ligand interactions in conjunction with the AMBER force

fields.5,6

Vpotential ¼ ∑
bonds

Krðr� reqÞ2 þ ∑
angles

Kθðθ� θeqÞ2

þ ∑
dihedrals

Vn

2
½1þ cosðnϕ� γÞ�þ ∑

i < j

Aij
R12
ij
� Bij
R6
ij

" #
þ qiqj
εRij

( )

ð1Þ
To maintain the compatibility between GAFF and the bio-

molecular AMBER force fields, GAFF applies the same harmonic
function form used by the AMBER additive force fields (eq 1),
and it has been developed using the same force field parame-
trization strategy. The total potential energy is a sum of the
intramolecular bonded terms (the first three terms) and intra-
and intermolecular nonbonded terms (the last term). In eq 1, the
first three terms represent the contribution to the total energy
from bond stretching, bond angle bending, and torsion angle
twisting, respectively. The last term is the sum of van der Waals
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Table 1. List of the Experimental Densities (g cm�3) andHeats of Vaporization (kcal/mol) for 71 Compounds (Temperatures are
in �C)

no. name density Tdensity ΔHvap Tvap # resa # atoma

1 ethane 0.546 �88.63 3.51c �88.63 196 8

2 propane 0.581 �42.07 4.49d �42.07 216 11

3 butane 0.602 �0.5 5.02e �0.5 196 14

4 isobutane 0.551 25 4.57 25 216 14

5 cyclohexane 0.774 25 7.89 ( 0.48f 25 180 18

6 propene 0.505b 25 3.40 �47.65 324 9

7 trans-2-butene 0.598 25 5.15 25 216 12

8 1,3-butadiene 0.615b 25 4.99 25 216 10

9 1-butyne 0.678 0 5.58 25 216 10

10 benzene 0.877 20 7.89( 0.48f 25 216 12

11 water 0.997 25 10.51 25 624 3

12 methanol 0.791 20 8.84( 0.48f 25 216 6

13 ethanol 0.789 20 10.04 ( 0.48f 25 245 9

14 propanol 0.800 25 11.35( 0.10f 25 216 12

15 2-propanol 0.781 25 10.85 25 180 12

16 2-methyl-2-propanol 0.781 25 11.14 25 180 15

17 phenol 1.055 45 13.82 25 180 13

18 m-cresol 1.034 20 14.75 25 180 16

19 methanethiol 0.888 5.96 5.87 5.96 180 6

20 ethanethiol 0.832 25 6.52 25 245 9

21 propanethiol 0.836 25 7.62 25 216 12

22 dimethyl ether 0.735 �24.6 5.14 �24.6 216 9

23 ethyl methyl ether 0.721 7.35 5.91 7.35 196 12

24 diethyl ether 0.714 20 6.48 25 180 15

25 dimethoxymethane 0.854 25 6.90 25 180 13

26 dimethyl sulfide 0.848 20 6.61 25 196 9

27 ethyl methyl sulfide 0.837 25 7.61 25 180 12

28 dimethyl disulfide 1.057 25 9.06c 25 180 10

29 acetaldehyde 0.783 18 6.24g 25 216 7

30 propanal 0.791 25 7.10 ( 0.05f 25 216 10

31 acetone 0.785 25 7.47c 25 180 10

32 butanone 0.800 25 8.35c 25 216 13

33 acetic acid 1.045 25 12.33c 25 180 8

34 propanoic acid 0.988 25 13.15c 25 256 11

35 methyl formate 0.971 20 6.93( 0.48f 25 196 8

36 methylamine 0.656b 25 5.59 25 245 7

37 propylamine 0.717 20 7.47 25 147 13

38 dimethyl amine 0.680 0 6.08c 25 245 10

39 diethylamine 0.706 20 7.48 25 192 16

40 trimethylamine 0.627b 25 5.18 25 180 13

41 triethylamine 0.728 20.000 8.33 25 216 22

42 aniline 1.022 20 12.91( 0.96f 25 180 14

43 acetonitrile 0.786 20 7.87 25 196 6

44 nitromethane 1.137 20 9.17c 25 216 7

45 N-methylformamide 1.011 19 13.43 25 216 9

46 N,N-dimethyl formamide 0.945 25 11.37h 25 216 12

47 acetamide 0.981 100 13.40 221.15 245 9

48 N-methyl acetamide 0.894 100 13.30 100 196 12

49 N-ethylacetamide 0.942 4 196 15

50 N,N-dimethylacetamide 0.936 25 11.75 25 216 15

51 N-methylpropanamide 0.931 25 15.50 25 180 15

52 dimethyl sulfoxide 1.101 25 10.30 189 196 10

53 methyl phosphate 1.214 20 216 17
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and electrostatic energies. Aij and Bij are the Lennard-Jones
parameters for repulsion and attraction, which can be expressed
in terms of effective van der Waals radii and well depths, Rij* and
εij (eqs 2a and 2b), which are further obtained from atomic
parameters using mixing rules (eqs 2c and eq 2d). The point
charges qi and qj are derived to reproduce the ab initio electro-
static potential (ESP).

Aij ¼ εijðR�
ijÞ12 ð2aÞ

Bij ¼ 2εijðR�
ijÞ6 ð2bÞ

R
�
ij ¼ R

�
i þ R

�
j ð2cÞ

εij ¼ ffiffiffiffiffiffiffi
εiεj

p ð2dÞ
Themost striking difference between AMBER and other force

fields is that the atomic partial charges in AMBER are derived to
reproduce ab initio ESP using the program RESP (Restrained
Electrostatic Potential).11,12 The quantum-mechanics-based
charge model is more general and generalizable than a purely
empirical approach which automatically includes inherent polar-
ization of the molecules relative to their gas phase charge
distribution in an average way. Fortunately, it was found that
the 6-31G* basis set enhances the polarity of liquids by about the
same magnitude relative to gas phase moments as does the
empirical chargemodels.13,14 There are two types of charges used
in GAFF, the HF/6-31G* RESP11 and the AM1-BCC.15,16 The
former is the same charge method used to develop AMBER
parm94 and parm99 force fields; on the other hand, AM1-BCC, a
fast charge method that was parametrized to mimic HF/6-31G*
RESP charges, is more suitable for the study of a large number of
molecules, such as in virtual screenings. The HF/6-31G* RESP

charge model was utilized to develop GAFF in order to maximize
its compatibility with AMBER biomolecular force fields.

As van der Waals parameters generally are dominated by the
inner closed shell of electrons, they are typically transferable, and
only one set of parameters is needed for different atom types of
an element, irrespective of its chemical environment (note that
hydrogen is a special case, as it has no inner shell of electrons at
all).13 Therefore, most of the van der Waals parameters in GAFF
are adopted from the AMBER biomolecular force fields even for
the newly introduced chemical functional groups. For the “hard”
force field parameters, the equilibrium bond lengths req and bond
angles θeq were obtained through statistical analysis on a large
number of optimized structures at the MP2/6-31G* level. The
torsional angle potentials were optimized to reproduce both the
experimental relative conformational energies and the high-level
ab initio rotational profiles of model compounds.

GAFF has been extensively tested to predict the structures and
energies for a variety of molecules, and an overall satisfactory
performance has been achieved. Those tests include a compar-
ison between the GAFF minimized and the crystallographic
structures, the interaction energies between nucleic acid base
pairs, and the relative energies of a set of conformational pairs.
Moreover, GAFF has also been extensively evaluated to calculate
the binding free energies by its users.17,18 Mobley et al. used
GAFF to predict the hydration free energies in an explicit solvent
for a large set of molecules.19

However, GAFF has not been evaluated on predicting the bulk
properties of liquids. In this paper series, we set out to system-
atically study several important molecular properties using
GAFF, which include the density, heat of vaporization, isobaric
heat capacity, isochoric heat capacity, isothermal compressibility,
thermal expansion coefficient, static dielectric constant, free
energy of hydration, diffusion constant, rotational correlation
time, etc. There are two objectives of this series. First of all, we

Table 1. Continued
no. name density Tdensity ΔHvap Tvap # resa # atoma

54 triphenyl phosphine oxide 1.212 23 120 34

55 fluorobenzene 1.023 20 8.29c 25 180 12

56 trichloromethane 1.479 25 7.48 25 216 5

57 tetrachloromethane 1.594 20 7.75 25 180 5

58 bromomethane 1.676 20 5.45 25 216 5

59 iodomethane 2.279 20 6.68 25 216 5

60 tetrahydrofuran 0.883 25 7.65 25 216 13

61 1,3-dioxolane 1.060 25 8.48i 25 216 11

62 pyrrolidine 0.859 20 8.97c 25 180 14

63 morpholine 1.001 20 8.87 128 216 15

64 furan 0.951 20 6.62c 25 216 9

65 thiophene 1.065 20 8.29 25 180 9

66 pyrrole 0.970 20 10.84c 25 216 10

67 pyridine 0.982 20 9.56( 0.72f 25 180 11

68 pyridazine 1.104 23 12.78 25 216 10

69 4-methyl thiazole 1.112 25 10.48 25 216 11

70 quinoline 1.098 15 14.18j 25 180 17

71 dimethyl phosphate 1.323 20 216 14
a # res, the number of residues (# res) in a simulation box; # atom, the number of atoms in a residue. bDensities were measured with pressures larger than
1 atm (propene, 1,3-butadiene, methylamine, trimethylamine). cRef 23. dRef 24. eRef 25. fAverage value of several pieces of experimental data,
specifically, 10 data points of cyclohexane, 7 for benzene, 6 for methanol, 7 for ethanol, 8 for propanol, 8 for propanal, 6 for methyl formate, 7 for aniline,
and 7 for pyridine. The individual data points are adopted from http://webbook.nist.gov/. gRef 26. hRef 27. iRef 28. jRef 29.
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hope to establish a set of computational protocols to predict the
above molecular properties using GAFF through MD simula-
tions. Second, GAFF will be thoroughly evaluated in this
procedure, and the hints of the modification of force field
parameters to reduce the prediction errors can guide us to
develop a new version of general AMBER force fields.

In this study, we focus on two molecular properties, density
and heat of vaporization. Why do we study these two molecular
properties? First of all, bulk density and heat of vaporization
are almost exclusively associated with the nonbonded inter-
actions.7,20 The successful optimization of nonbonded force field
parameters (as the atomic partial charges in GAFF are obtained
in a deterministic fashion, the nonbonded parameters mainly
refer to the van der Waals parameters) to reproduce the two
condensed phase data sets lays the groundwork for a molec-
ular mechanical force field including those aimed to study
biomolecules.

2. METHODS

Data Sources. In Table 1, the compound names and the
experimental mass densities (F) and heats of vaporization
(ΔHvap) are listed. The 71-molecule data set covers diverse
functional groups in organic chemistry, which includes hydro-
carbons (aliphatic and aromatic, cyclic and acyclic), alcohols,
thiols, phenols, ethers, esters, aldehydes, ketones, carboxylic
acids, amines, amides, nitriles, nitro-derivatives, disulfides, thio-
phenes, sulfides, sulfoxides, sulfones, phosphates, halides, and
heterocyclic compounds. The structures of the 71 molecules are
shown in Figure S1 of the Supporting Information. The experi-
mental values of density are adopted from the CRCHandbook of
Chemistry and Physics (edition 86).21

Heat of vaporization (ΔHvap) is defined as the enthalpy
change in the conversion of 1 mol of liquid to a gas at constant
temperature. In experiments, the heat of vaporization can be
measured at the boiling point of the neat liquid through
calorimetry or determined from the vapor pressure�tempera-
ture (P�T) plot using the Clausius�Clapeyron equation.20

When high-quality P�T data over a wide temperature range
are available, it is possible to derive the force field parameters to
fit those data.22 All of the experimental data ofΔHvap are adopted
from the CRCHandbook of Chemistry and Physics (edition 86)
unless explicitly noted. Other experimental data resources in-
clude the publications of Majer and Svoboda,23 Kemp and
Egan,24 Pedley et al.,25 Wiberg et al.,26 Geller,27 Pihlaja and
Heikklia,28 and Steele et al.29 When multiple experimental data
are available for a compound, the overall guidance is to use the
latest one. However, for nine compounds (nos. 5, 10, 12�14, 30,
35, 42, and 67 of Table 1), which have multiple data points
(6�10 values) from different sources, the average values are
used. For those compounds, the average RMS error is 0.47 kcal/
mol and the largest RMS error is 0.96 kcal/mol for aniline.
Similar to QSAR (quantitative structure�activity re-

lationship) studies,30 it is important to use high-quality experi-
mental data in force field development. Mackerell et al.20

provided an excellent example on how to cherry-pick the most
reliable experimental data. They found that the wide range of
heat of vaporization values of N-methylacetamide reported in the
literature is due to two basic things: incorrect reporting of the
temperatures at which the original values were extracted and
limitations in the quality of experimental vapor pressur-
e�temperature data over a wide range of temperatures. We also

noticed that the experimental data of ΔHvap for acetic acid and
propanoic acid at 25 �C adopted by the CRC Handbook of
Chemistry and Physics (edition 86) are much smaller than from
the other resources. For acetic acid, the CRC value of 23.36 kJ/
mol is less than half of the values reported by Majer and Svoboda
(51.6 kJ/mol)23 and Konicek andWadso (51.6( 1.5 kJ/mol);31

for propanoic acid, the CRC value of 32.14 kJ/mol is also much
smaller than the values reported by Majer and Svoboda (55.0 kJ/
mol)23 and Konicek and Wadso (55.0 ( 2.0 kJ/mol).31 We
adopted the values of Majer and Svoboda in this work, not only
because they are relatively newer, but also because the calculated
heats of vaporization by both GAFF and OPLS reproduce their
experimental values well.
Molecular Mechanical Models. Consistent with the strategy

of parametrizing GAFF, the point charges of 71 molecules in the
data set were derived by RESP to fit the HF/6-31G* electrostatic
potentials which were generated using the Gaussian 03 software
package.32 The other force field parameters come from GAFF in
AMBER10.33 The residue topology files were prepared using the
Antechamber module34 in AMBER 10.33 For each molecule, an
internal program was used to generate a rectangular parallele-
piped box filled with multiple copies of the monomer (Nres in
Table 1), and then the Leap program in AMBER10 was applied
to generate the topologies.
Liquid Phase Molecular Dynamics Simulations. All of the

liquid phase MD simulations were performed with the periodic
boundary condition to produce isothermal�isobaric ensembles
using the Sander program of AMBER10.33 The Particle Mesh
Ewald (PME) method35�37 was used to calculate the full
electrostatic energy of a unit cell in a macroscopic lattice of
repeating images. Except for TIP3P water, which is described
with a special “three-point” algorithm, all degrees of freedom
were constrained;38 the other molecules had all the degrees of
freedom free in MD simulations. The nonbonded cutoff of
calculating van der Waals and electrostatic energies was set to
9.0 Å, and a continuum model correction term was added to the
van der Waals energies. How nonbonded cutoff affects the MD
simulations was discussed by Shirts et al.39

The integration of the equations of motion was conducted at a
time step of 1 fs (except TIP3P water, for which a time step of 2 fs
was used). Temperature was regulated using the Langevin
dynamics40 with a collision frequency of 5 ps.41�43 Pressure
regulation was achieved with isotropic position scaling, and the
pressure relaxation time was set to 1.0 ps.
There are three phases in a liquid phase MD simulation,

namely, the relaxation phase, the equilibrium phase, and the
sampling phase. In the relaxation phase, the main chain atoms
were gradually relaxed by applying a series of restraints, and the
force constants decreased progressively: from 20 to 10, 5, and 1.0
kcal/mol/Å2. For each force constant, the position-restrained
MD simulation was run for 20 ps. In the following equilibrium
phase, the system was further equilibrated for 2 ns without any
restraint and constraint. In the sampling phases, the snapshots as
well as the structural and energetic properties were recorded at an
interval of 2 ps. In total, 1500 snapshots were saved for post
analysis.
Gas PhaseMD Simulations.Gas phase MD simulations were

performed for single molecules using four different temperature
regulation methods, namely, ntt (the temperature scaling key-
word in AMBER) = 0, which corresponds to constant total
energy classic dynamics; ntt = 1, which uses the weak-coupling
algorithm;44 ntt = 2, which utilizes the Andersen coupling
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scheme;45,46 and ntt = 3, which applies the Langevin dynamics
with a collision frequency of 5 ps�1 to scaling temperatures.40

The systems were equilibrated for 1 ns followed by another 1 ns
sampling phase, and in total 500 snapshots were recorded for
post analysis.
Hydration Free Energy Calculations. It is a standard practice

in today’s force field development to test if molecular mechanical
models can reproduce the hydration free energies of model
compounds. Although GAFF has been extensively evaluated by
Mobley et al.19 for this molecular property using a large data set,
we need to find out how the newly derived vdWparameters affect
the calculation performance. The hydration free energy of a
molecule was calculated using thermodynamic integration (TI).
In TI calculations, the system evolves according to a mixed
potential, V(λ) = (1� λ)kV0þ [1� (1� λ)k]V1, where λ and k
are mixing parameters and V, V0, and V1 are the mixed, the
unperturbed, and perturbed potentials, respectively. The free
energy change, ΔG, is calculated numerically using the following
equation:ΔG = Gλ=1� Gλ=0 =

R
0
1 Æ∂V/∂λæλ dλ = ∑iwiÆ∂V/∂λæi.

The free energy of hydration of a molecule was calculated by
summing up the free energy changes in four perturbations, i.e.,
the gas phase and aqueous phase charge disappearing and the gas
phase and aqueous phase atom disappearing. For the charge
disappearing, a linear mixing rule was applied (k = 1); for the
atom disappearing, k was set to 6, as suggested by Steinbrecher
et al.47 In each free energy perturbation, 12 different free energy
simulations with the weights (wi) fitting the Gaussian quadrature
formula were performed to numerically estimate the integral.48 A
similar MD protocol to the above liquid MD simulation was
applied to do the free energy simulations, except that the time
step of integration was set to 2 fs and the systems were
equilibrated for 1 ns followed by production for another
nanosecond.
Density Calculations. The average bulk density F was com-

puted from the average volume of the simulation box, ÆVæ using
eq 3, where Nres is the number of residues in the simulation box,
M is molar mass of the molecule in the study, and NA is the
Avogadro constant. The bulk densities were printed out in the
output files of MD simulations by Sander in default.

Fh i ¼ NresM
NA Vh i ð3Þ

Heat of Vaporization. The heat of vaporization or the
enthalpy of vaporization ΔHvap can be calculated with eq 4,
whereH(p,T)gas andH(p,T)liquid are the enthalpies in the gas and
liquid phases, respectively. Egas and Eliquid are the total energies of
the gas and liquid phases, respectively.

ΔHvapðTÞ ¼ Hðp,TÞgas �Hðp,TÞliquid
¼ EgasðTÞ � EliquidðTÞ þ pðVgas � VliquidÞ ð4Þ

Vliquid is negligible compared to Vgas. Under the assumption that
the gas is ideal so that the kinetic energies of a molecule in the gas
and liquid phases are identical, eq 4 becomes eq 5, where Egas

potential

and Eliquid
potential are the potential energies in the gas and liquid

phases, respectively; C is the correction term.

ΔHvapðTÞ ¼ Epotentialgas ðTÞ � Epotentialliquid ðTÞ þ RT þ C ð5Þ
Both of the potential energy terms include the vibrational

energies which are obtained through molecular simulations.

Note that in MD simulations the actual temperatures TMD

may be slightly different from the desirable temperature T.
Egas
potential can also be estimated using eq 6, where Egas

minimized is
the minimized energy and Natom and Ncons are the number of
atoms in the molecules and the number of the constrained
degrees of freedom, respectively. Equation 6 has been used by
Caldwell and Kollman13 and Fox and Kollman14 in calculating
the heat of vaporization. Eliquid

potential consists of two terms, the
intramolecular energy Eliquid

intra and intermolecular energy Eliquid
inter .

Epotentialgas ðTÞ ¼ Eminimizedgas þ 1
2
RTð3Natom � 6�NconsÞ ð6Þ

Equation 5 is the basic equation for calculating the heat of
vaporization.7,49�54 The correction term C in eq 5 accounts for
the difference in vibration energies calculated quantummechani-
cally and classically, as well as the polarization and nonideal gas
effects. More details on how to calculate the correction term are
presented by Horn et al.55 In most scenarios, the correction term
C is rather small, and it is usually neglected. For example, the
quantum correction of the vibrational energies, the major con-
tribution to the correction term C, is estimated to be �0.055
kcal/mol for water.53

If the correction term is neglected, and all degrees of freedoms
are frozen in MD simulations or the assumption that the
intramolecular energy in the liquid phase is the same as that in
the gas phase is applied, eq 5 can be further simplified to eq 7. We
used eq 7 to calculate the heat of vaporization of TIP3P water.

ΔHvapðTÞ ¼ EinterliquidðTÞ þ RT ð7Þ
In this work, several computation protocols were applied to

calculate the heats of vaporization of 67 molecules in the data set.
In the first protocol (P1), eq 7 was used to calculate ΔHvap,
assuming the energies of the residue are the same in the gas and
the liquid phases. In the second protocol (P2), eqs 5 and 6 were
applied to calculateΔHvap. The third protocol, P3, is similar to P2
except that Egas

minimized is an average value of minimized energies of
multiple conformations sampled in gas phaseMD simulations. In
the last protocol, P4, ΔHvap was calculated using eq 8, a hybrid

Figure 1. Correlation between experimental and calculated densities
for 71molecules. The two outliers are bromomethane and iodomethane.
With the new van der Waals parameters of halides, the experimental
densities can be well reproduced: 1.642 versus 1.676 for bromomethane
and 2.247 versus 2.279 for iodomethane, respectively.
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Table 2. Calculation Results of Heats of Vaporization (kcal/mol) for 67 Compounds Using Four Different Basic Protocols
(P1�P4)a

P3 P4

no. expt TExpt TMD
b P1 P2 NTT=0 NTT=3 NTT=0 NTT=3

1 3.51 �88.63 �88.31 3.31 2.68 2.68 2.91 2.68 3.31

2 4.49 �42.07 �41.64 4.52 3.43 3.43 3.88 3.43 4.47

3 5.02 �0.5 0.04 5.51 4.42 4.42 5.18 3.84 5.38

4 4.57 25 25.42 5.20 3.48 3.48 4.37 3.48 5.20

5 7.89 25 25.50 8.60 6.49 6.49 7.49 6.49 8.56

6 3.40 �47.65 �47.38 3.90 3.06 3.06 3.39 3.06 3.91

7 5.15 25 25.50 4.60 3.08 3.08 3.83 3.08 4.59

8 4.99 25 25.52 3.97 2.69 2.69 3.32 2.69 3.82

9 5.58 25 25.32 5.02 4.20 4.20 4.84 4.20 5.03

10 7.89 25 25.25 7.59 6.38 6.38 7.08 6.38 7.60

11 10.51 25 25.19 10.76 10.76 10.76 10.76 10.76 10.76

12 8.84 25 25.07 10.76 9.72 9.72 10.11 9.72 10.38

13 10.04 25 25.49 11.85 10.15 10.15 10.54 10.45 11.47

14 11.35 25 25.54 13.94 12.31 11.93 12.69 11.94 13.36

15 10.85 25 25.49 14.28 12.44 12.50 13.29 12.50 13.87

16 11.14 25 25.48 15.15 13.23 13.23 14.08 13.23 14.87

17 13.82 25 25.57 13.27 11.98 11.98 12.65 11.98 13.24

18 14.75 25 25.45 17.25 15.17 15.18 15.90 15.37 16.61

19 5.87 5.96 6.11 4.88 4.26 4.26 4.44 4.26 4.89

20 6.52 25 24.99 6.06 4.95 4.95 5.42 5.00 6.04

21 7.62 25 25.55 7.37 5.72 5.72 6.50 5.88 7.30

22 5.14 �24.6 �24.27 5.55 4.64 4.64 4.97 4.64 5.55

23 5.91 7.35 7.79 6.34 4.81 4.81 5.50 4.99 6.42

24 6.48 25 25.50 7.39 5.24 5.24 6.15 5.55 7.41

25 6.90 25 25.40 8.43 9.28 7.19 8.55 6.49 8.14

26 6.61 25 25.43 5.53 4.44 4.44 4.79 4.44 5.52

27 7.61 25 25.30 6.76 5.23 5.45 6.28 5.33 6.77

28 9.06 25 25.40 7.74 6.64 6.64 7.26 6.64 7.77

29 6.24 25 25.49 7.14 6.57 6.57 6.87 6.58 7.13

30 7.10 25 25.38 8.30 7.36 7.36 7.81 7.36 8.31

31 7.47 25 25.45 8.16 7.20 7.20 7.74 7.20 8.11

32 8.35 25 25.45 8.94 7.57 7.68 8.31 7.71 8.91

33 12.33 25 24.83 14.63 13.38 13.38 13.70 13.38 13.94

34 13.15 25 25.57 16.41 14.95 14.45 15.16 14.59 15.57

35 6.93 25 25.32 9.06 8.19 8.19 8.61 8.19 9.01

36 5.59 25 25.60 8.78 7.47 7.47 7.86 7.47 8.42

37 7.47 25 25.53 11.45 9.25 9.25 9.91 9.28 10.95

38 6.08 25 25.38 7.76 6.37 6.37 7.06 6.37 7.66

39 7.48 25 25.45 9.08 6.90 6.90 7.84 7.04 9.11

40 5.18 25 25.72 6.24 4.60 4.60 5.41 4.60 6.19

41 8.33 25 25.62 9.66 8.44 6.78 8.19 6.75 9.60

42 12.91 25 25.62 13.64 12.16 12.16 12.73 12.16 13.50

43 7.87 25 25.50 7.56 7.19 7.19 7.30 7.19 7.57

44 9.17 25 25.13 12.94 12.66 12.67 12.68 12.67 12.82

45 13.43 25 25.43 13.93 13.28 13.15 13.44 13.16 13.85

46 11.37 25 25.73 12.24 11.48 11.44 11.79 11.44 12.22

47 13.40 221.15 222.09 13.14 11.19 11.19 11.98 11.20 12.76

48 13.30 100 100.82 13.82 12.57 12.58 13.26 12.57 13.78

50 11.75 25 25.56 12.47 11.13 11.11 11.92 11.11 12.46

51 15.50 25 25.55 15.45 14.07 14.12 14.59 14.12 15.36

52 10.30 189 189.74 10.50 8.84 8.84 9.71 8.84 10.47



2157 dx.doi.org/10.1021/ct200142z |J. Chem. Theory Comput. 2011, 7, 2151–2165

Journal of Chemical Theory and Computation ARTICLE

equation of eqs 5 and 6, where ΔT = Tliquid
MD � Tgas

MD is the
difference between the temperatures of MD simulations in the
liquid and gas phases. Note thatT is the desired temperature, and
Tliquid
MD and Tgas

MD are the actual temperatures in the liquid phase
and gas phase MD simulations.

ΔHvapðTÞ ¼ Epotentialgas ðTÞ�Epotentialliquid ðTÞ þ 1
2
RΔTð3Natom�6�NconsÞ þ RT

ð8Þ
With the above-discussed MD protocols, Tliquid

MD is essentially
close to T, but Tgas

MD may deviate from T for some temperature
regulation protocols. For the last two basic protocols, P3 and P4,
each has four subprotocols corresponding to the four tempera-
ture regulation methods of the gas phase MD simulations (ntt =
0, 1, 2 and 3). For convenience, we use abbreviations to describe
the subprotocols in the following text. For example, the abbrevia-
tion “P4/ntt0” describes the computation method of ΔHvap

using Protocol P4 in conjunction with ntt = 0 in gas phase MD
simulations. Other abbreviations, P3/ntt0, P3/ntt1, P3/ntt2,
P3/ntt3, P4/ntt1, P4/ntt2, and P4/ntt3, can be interpreted in
a similar way.
Statistical Uncertainty Estimation. The density and most

energetic terms in heat of vaporization calculations are ensemble
averages. The uncertainty of a term (densities, temperatures, and
energies) was estimated by the RMS deviation of a series of
accumulated means. For the liquid phase terms, the means were
calculated using the first 1000, 1025, 1050, 1075, 1100, ...1500
snapshots; for the gas phase terms, the means were calculated
using the first 250, 260, 270, ...500 snapshots.

3. RESULTS AND DISCUSSION

Given the fact that GAFF inherited its van der Waals para-
meters from the AMBER biomolecular force fields, it is impor-
tant to systematically assess its performance in reproducing some
important bulk properties. Rather than studying many molecular
properties for a few compounds,7,13,14,56 we adopt a different

presentation style, which studies one or twomolecular properties
for a large number of compounds. In this work, we focused on
density and heat of vaporization, the two most important bulk
properties in van der Waals parametrization.
Density Calculations. The calculated densities of 71 mol-

ecules are listed in Table S1 of the Supporting Information. The
correlation between the experimental and the calculated densi-
ties is shown in Figure 1. Bromomethane and iodomethane are
recognized as outliers who have the largest prediction errors.
This is not a surprise at all since the van der Waals (vdW)
parameters of bromide and iodide in GAFF are borrowed from
other force fields. The average unsigned error (AUE), root-
mean-square error (RMSE), and average percent error (APE) of
the whole data set are 0.0436 g/cm�3, 0.0756 g/cm�3, and 4.5%,
respectively. The total assigned density difference ∑(Fexpt �
Fcalc) is 0.0169 for 71 molecules, suggesting the symmetrical
error in our calculations is minimal.
Exclusion of the two outliers, bromomethane and iodo-

methane, leads to a significant decrease of AUE, RMSE, and
APE, which now are 0.0342, 0.0440, and 4.1%, respectively. It is
worth noting that the experimental densities of propene, 1,3-
butadiene, methylamine, and trimethylamine were measured
with a pressure larger than 1 atm. If we exclude these four mole-
cules, the prediction performance is further improved (AUE =
0.0306, RMSE = 0.0386, APE = 3.430).
Heat of Vaporization. Four basic protocols and 10 subpro-

tocols (P1, P2, P3/ntt0, P3/ntt1, P3/ntt2, P3/ntt3, P4/ntt0, P4/
ntt1, P4/ntt2, and P4/ntt3) have been explored to predict the
heats of vaporization of 67 compounds. The calculated heats of
vaporization of the 10 subprotocols are listed in Table 2 (P1, P2,
P3/ntt0, P3/ntt3, P4/ntt0, and P4/ntt3) and Table S2
(Supporting Information; P3/ntt1, P3/ntt2, P4/ntt1, and P4/
ntt2). The individual energetic terms as well as the MD tem-
peratures are listed in Table S3 (Supporting Information).
The performance of calculation is summarized in Table 3.

Several interesting conclusions can be drawn from this table. First

Table 2. Continued

P3 P4

no. expt TExpt TMD
b P1 P2 NTT=0 NTT=3 NTT=0 NTT=3

55 8.29 25 25.35 7.80 6.70 6.70 7.21 6.70 7.77

56 7.48 25 25.31 7.03 6.84 6.84 6.88 6.84 7.01

57 7.75 25 25.18 8.09 8.02 8.02 8.03 8.02 8.07

58 5.45 25 25.24 4.39 3.89 3.89 4.06 3.89 4.36

59 6.68 25 25.17 5.14 4.65 4.65 4.98 4.65 5.13

60 7.65 25 25.61 8.79 7.59 7.58 8.28 7.59 8.81

61 8.48 25 25.37 10.66 9.49 9.49 10.03 9.49 10.56

62 8.97 25 25.46 10.54 9.01 8.75 9.51 8.88 10.46

63 8.87 128 128.57 12.24 9.66 9.66 10.68 9.66 11.87

64 6.62 25 25.44 7.22 6.40 6.40 6.90 6.40 7.25

65 8.29 25 25.52 7.73 6.95 6.95 7.37 6.95 7.73

66 10.84 25 25.19 12.46 11.36 11.36 11.93 11.36 12.42

67 9.56 25 25.37 9.87 8.81 8.81 9.24 8.81 9.86

68 12.78 25 25.07 13.24 12.37 12.37 12.91 12.37 13.25

69 10.48 25 25.48 10.97 10.40 10.19 10.68 10.20 10.94

70 14.18 25 25.28 14.74 13.18 13.18 13.92 13.18 14.72
a For protocols P3 and P4, only the results of using temperature regulationmethods of ntt = 0 and ntt = 3 in gas phaseMD are presented. Compounds 49,
53, 54, and 71 are excluded because of a lack of experimental data. b TMD is the temperature of MD simulation in the liquid phase (�C)
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of all, it is a surprise that protocol P4 with the gas phase constant
energy classical MD simulations (P4/ntt0) achieves the best
performance: the AUE and RMSE are 0.932 and 1.201 kcal/mol,
respectively. The total signed ΔHvap difference ∑(ΔHvap

expt �
ΔHvap

calc) is �8.54 for 67 molecules, suggesting that ΔHvap is
overestimated by about 0.13 kcal/mol on average. The correla-
tion between the experimental and the calculated heats of
vaporization with this model is shown in Figure 2a. The
second-best subprotocol in terms of AUE, P4/ntt2, has an
AUE of 1.019 kcal/mol. Second, the newly introduced tempera-
ture regulationmethod, Langevin dynamics (ntt = 3),40 performs
slightly worse than the Andersen coupling scheme (ntt = 2) in
combination with both the P3 and P4 basic protocols. The
correlation between the experimental and the calculated heats of

vaporization with P4/ntt3 is shown in Figure 2b. Third, it is not a
surprise that all four temperature scaling methods have similar
performances in heat of vaporization calculations using protocol
3, since the snapshots sampled by gas MD simulations were
further minimized and the means of the minimization energies
have much smaller deviations than the MD energies without
minimization. Fourth, protocol 4, with the weak coupling algo-
rithm (ntt = 1), performs much worse than the other models,
implying that the gas phase energies sampled using ntt = 1 are
much different from those from the other temperature regulation
methods. Finally, although protocol 1 has the largest approxima-
tion in theory, its performance is only marginally worse than the
other protocols, except P4/ntt1 (the worst), indicating that the
interaction energy makes the largest contribution to the heat of
vaporization in most scenarios.
The uncertainty of the heat of vaporization calculations is

summarized in Table S4 (Supporting Information). Protocol 1
has the largest average statistical uncertainty of 0.19 kcal/mol for
67 molecules. For the other calculation protocols, the uncertain-
ties are all smaller than 0.085 kcal/mol, indicating that our MD
protocols can reliably predict ΔHvap using protocols P2, P3,
and P4.
The compounds that have the largest prediction errors via P4/

ntt0 are typically those less common compounds in biological
systems, such as sulfides (Nos. 26, 27 and 28), nitromethane
(No. 44), halides (Nos. 55, 58 and 59), and alkenes (Nos. 7 and 8).
This phenomenon suggests that, for those compounds, more
effort is needed to tune their van der Waals parameters to
reproduce experimental densities and heats of vaporization.
Temperature Dependence of Density andΔHvap for TIP3P

Water. It is important for a molecular mechanical model to
accurately predict molecular properties of a broad range of
thermodynamic states described by temperature, volume, pres-
sure, etc. Given the fact that water has plenty of experimental data
for density and ΔHvap as a function of temperature, we assessed
the protocols of MD simulations and ΔHvap prediction using
TIP3P water. As shown in Figure 3a, the calculated density of
TIP3P decreases more sharply than the experimental value, and
the two lines cross around 280 K. At 298 K, the density of TIP3P
is 0.985 g/cm3, about 1.2% lower than the experiment (0.997).
For the temperature range from 260 to 310 K, the prediction
error is smaller than 2% for TIP3P water in our MD simulations.
A F�T plot with a similar pattern to ours was reported by Price
and Brooks.54

It is of interest to locate the temperature in the F�T plot
where TIP3P water has the maximum density. In a pioneer work,
Billeter and co-workers investigated the maximum density
temperature of the SPC/E water model using energy-volume
correlations.57 Jorgensen and Jenson also studied the tempera-
tures of maximum density for TIP3P and TIP4P water models.58

We estimate that the maximum density temperature is around

Table 3. Performance of Heat of Vaporization Calculationsa

P3 P4

protocol P1 P2 ntt=0 ntt=1 ntt=2 ntt=3 ntt=0 ntt=1 ntt=2 ntt=3

AUE 1.184 1.081 1.061 1.071 1.053 1.069 0.932 2.410 1.019 1.095

RMSE 1.560 1.320 1.285 1.292 1.276 1.288 1.201 3.541 1.303 1.402

R2 0.864 0.864 0.875 0.878 0.878 0.877 0.880 0.642 0.879 0.877
aAll energies are in kcal/mol.

Figure 2. Performance of heats of vaporization calculation using two
subprotocols of P4. (a) P4/ntt0, (b) P4/ntt3.
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200 K for the TIP3P water. As shown in Figure 3a, when the
temperature is above 220 K, the TIP3P model shows mono-
tonically increasing density as the temperature decreases. From
180 to 220 K, there is a flat region, and the maximum density is
reached. When the temperature drops below 180 K, the density
decreases. This phenomenon is similar to that of TIP4P except
TIP4P has its maximum density temperature and flat region
around 260 K, as reported by Jorgensen and Jenson.58 It is clear
that the maximum density temperature of TIP4P is much closer
to the experimental value (4 �C). Interestingly, Jorgensen and
Jenson did not find the maximum density temperature for TIP3P
since the temperatures in their Monte Carlo simulations were
limited to �50 to 100 �C.58
As a special molecule, TIP3P has all its degrees of freedom

frozen; as such, all of the protocols of calculating ΔHvap produce
the same value. The temperature dependence of heat of vapor-
ization for TIP3P is shown in Figure 3b. It is clear that the cal-
culatedΔHvap is systematically larger than the experimental value
at a temperature range of 230�400 K. At 298 K, the calculated
ΔHvap is overestimated by about 2.3% (10.51 vs 10.75 kcal/mol).
The experimental and calculated data used for plotting Figure 3
are listed in Table S5 of the Supporting Information.
The Major Factors That Affect Density andΔHvap Calcula-

tions.Given the physical limitations of the current nonpolarizabe
force fields, it is important to derive force field parameters to
reproduce not only the in vacuo ab initio properties but also
pure-liquid and hydrated properties. The development of the

OPLS-AA force field perfectly demonstrates this philosophy.7

The quality of molecular mechanical models certainly is one of
the major factors that determine the performance of density and
ΔHvap calculations. However, it is challenging to conduct a
critical assessment of different force fields; hidden flaws (such
as wrongly using the mixing rules of van der Waals parameters)
and some technical differences could lead to discrepancy. In this
work, we only make comparison using the published data.
As a pioneer of developing molecular mechanical force fields

through liquid simulations, Jorgensen and co-workers have
studied a large set of organic compounds that covers most
chemical functional groups. The following is a quick summary
of the calculation errors for each compound class using the
OPLS-AA force field, and the two values in the appended
parentheses represent the average percent errors of density and
ΔHvap, respectively: hydrocarbon (3%, 2%);7 alcohols (1.8%,
2.2%);7 sulfur compounds (1.8%, 4%);7 ethers (1.5%, 2.8%);7

amides (2%, 2.1%);7 acids (1.9%, 0.7%);7 aldehydes and ketones
(1.0%, 3.7%);7 pyridine and diazenes (0.8%, 2.7%);49 pyrrole,
furan, diazole, and oxazoles (2%, 9.9%);50 amines (1.4%, 3.5%);52

esters (1.4%, 6.2%);51 nitriles (1.8%, 2.7%);51 and nitro com-
pounds (1.1%, 2.0).51 Recently, Price and Brooks further studied
a set of 28mono- and disubstituted benzenes using theOPLS-AA
force field.59 They found that the agreement between OPLS-AA
and experimental results is remarkable, with average errors of
1.8% for densities and 0.69 kcal/mol for ΔHvap.
Unlike the remarkable performance of OPLS-AA, the perfor-

mance of GAFF, with an APE of 3.43% if not counting outliers for
density and an AUE of 0.93 kcal/mol (P4/ntt0) for heat of
vaporization, is still satisfactory given the following two facts: the
partial charges in OPLS-AA are tunable parameters, while GAFF
was parametrized using HF/6-31G* RESP charges, and the van
der Waals parameters in OPLS-AA were parametrized to repro-
duce the bulk properties including density and heat of vaporiza-
tion, while GAFF inherits its vdW parameters directly from the
AMBER force fields without further optimization.
Besides the molecular mechanical models, sampling and the

other computational techniques could affect the density and
ΔHvap calculation. There has been a dramatic change in electro-
static energy calculations of a unit cell since the vdW parameters
of GAFF were developed. Nowadays, particle mesh Ewald
(PME) has become a standard method in handling the long-
range electrostatic interactions in most molecular simulation
packages.35�37 Other methods of calculating long-range electro-
static interactions, such as isotropic periodic sum (IPS),60�62

begin to emerge. On the other hand, van der Waals parameters
implemented in GAFF were developed with short electrostatic
cutoffs, and the long-range effect had been embedded in the local
interactions in an average sense. It is understandable that van der
Waals parameters developed in the old days have some devia-
tions in molecular property calculations using today’s simulation
techniques (such as PME and Langevin dynamics to regulate
temperature).
Exploration of Force Field Parameters. Given the fact that

GAFF has not been optimized to reproduce the bulk properties,
there should be a lot of room for us to significantly improve the
performance of predicting the density and heat of vaporization
through proper van der Waals parametrization. Here, we simply
carried out an exploring study to prove the concepts, and the
systematic van der Waals parametrization for GAFF is the next
target in our effort of developing high-quality general purpose
force fields.

Figure 3. Temperature dependence of density and heat of vaporization
of TIP3P water: (a) density, (b) heat of vaporization.
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First of all, we optimized the vdW parameters of bromide and
iodide. There are no parameters for bromide and iodide in the
AMBER biomolecular force fields. The vdW parameter of
bromide was borrowed from MM3,63 and that of iodine was
from Weiner et al.64 The ideal parameters of radius R and depth
of potential well ε were located using systematic searches. How
the density andΔHvap change as a function of R and ε is shown in
Figure 4. Comparing Figure 4a and b for bromomethane and 4c
and d for iodomethane, we can reach the following conclusion:
the patterns of density and heat of vaporization change as a
function of R and ε are essentially similar, and they almost reach
the points of experimental values synchronously. In summary,
the vdW parameter of bromide changes from R = 2.22 and ε =
0.32 to R = 2.02 and ε = 0.42, and the density and ΔHvap of the
new parameter are 1.642 g cm�3 and 4.952 kcal/mol (P4/ntt = 0),
respectively. In contrast, the density and ΔHvap of the old
parameter are 1.343 g cm�3 and 3.89 kcal/mol, respectively

(the experimental values are 1.676 and 5.45, respectively). As to
iodide, the vdW parameter changes from R = 2.35 and ε = 0.40 to
R = 2.15 and ε = 0.50). Similarly, both density and ΔHvap can
much better reproduce the experimental values (F = 2.279
g cm�3 and ΔHvap = 6.68) using the new parameter (F =
2.247 and ΔHvap = 5.782) than the original one (F = 1.877
andΔHvap = 4.65). The prediction errors of densities andΔHvap

are summarized in Table 4.
In the next example, we attempted to improve the density and

ΔHvap of aromatic compounds by tuning the vdW parameter of
aromatic carbon. Benzene (No. 10) was selected as the model
compound for the vdW parametrization. We found that the two
properties of benzene are not sensitive to the radius parameter R;
therefore, only the depth of potential well ε of aromatic carbon
was scanned using the original radius parameter R = 1.908 Å. As
shown in Figure 5, the density and ΔHvap are proportional to ε,
and the ideal value of ε ranges from 0.090 to 0.095 kcal/mol.

Figure 4. How the calculated density and heat of vaporization change as a function of van der Waals parameters. (a) Density of bromomethane.
(b) Heat of vaporization of bromomethane. (c) Density of iodomethane. (d) Heat of vaporization of iodomethane.
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When ε = 0.095, ΔHvap has the best value (7.944 by P4/ntt0)
compared to the experimental result (8.086 kcal/mol), while a
smaller ε is required to achieve the best density (F = 0.877 when
ε = 0.091). Finally, we set the depth of the potential well of
aromatic carbon to 0.092 kcal/mol as a compromise. The
calculated densities and ΔHvap for five aromatic compounds
(Nos. 10, 17, 18, 42, and 55) using the new vdW parameter are
listed in Table S6 (Supporting Information). Although only the
depth of potential well ε of aromatic carbon was adjusted, the
performance of the density and ΔHvap prediction is significantly

improved: the AUE, RMSE, and APE of density calculations
using the new parameter are 0.02, 0.045, and 1.83%, respectively,
in comparison to AUE = 0.023, RMSE = 0.051, and APE = 2.07%
using the original parameter. More significant improvement was

Table 4. Performance of Density and Heat of Vaporization Calculation Using the Original and the Revised GAFF

original GAFF revised GAFF

density (g/cm3) ΔHvap (kcal/mol) density (g/cm3) ΔHvap (kcal/mol)

molecular class #mols AUE RMSE AUE RMSE AUE RMSE AUE RMSE

bromide 1 0.333 0.333 1.56 1.56 0.034 0.034 0.50 0.50

iodide 1 0.402 0.402 2.03 2.03 0.032 0.032 0.90 0.90

benzene derivatives 5 0.023 0.051 0.72 1.61 0.020 0.045 0.48 1.07

amine 3 0.041 0.044 1.28 1.41 0.026 0.026 0.44 0.70

Figure 5. How the density and heat of vaporization of benzene change
as a function of the depth of potential well of the aromatic carbon:
(a) density, (b) heat of vaporization. The red dots indicate which van der
Waals parameter best reproduces the experimental values.

Figure 6. How the density and heat of vaporization of three amines
change as a function of the van der Waals parameters of amine nitrogen:
(a) density, (b) heat of vaporization. The red symbols indicate which van
der Waals parameter best reproduces the experimental values.
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achieved for ΔHvap, and the AUE, RMSE, and APE of the new
parameter are 0.477, 1.067, and 4.63%, respectively, in compar-
ison to AUE = 0.720, RMSE = 1.610, and APE = 6.99% of the
original parameter of the aromatic carbon. We believe that the
prediction performance can be further improved when more
atom types are tuned simultaneously. The new depth of potential
well of aromatic carbon, 0.092, is much larger than the original
value, 0.086. Interestingly, we found that a larger value of depth
of potential well of carbon can significantly reduce the prediction
errors of interaction energies for a large set of amino acid analog
pairs.65,66

In the last example, the vdW parameter of amine carbon was
optimized using three different types of amines, namely, propy-
lamine (No. 37), diethylamine (No. 39), and triethylamine
(No. 41). How the densities and heats of vaporization change
as a function of the radius parameterR and depth of potential well
ε is shown in Figure 6. Encouragingly, the best prediction values
of densities and heats of vaporization for the three compounds
are obtained synchronously. The optimized parameter of amine
nitrogen (R = 1.900 and ε = 0.140) has a larger radius and smaller
depth of potential well compared to the original one (R = 1.824
and ε = 0.170). The calculated densities and ΔHvap for three
amines using the new vdW parameter are listed in Table S7
(Supporting Information). Again, the new parameter signifi-
cantly reduces the prediction errors of bothmolecular properties:
for density, the AUE, RMSE, and APE of the new parameter are
0.026, 0.026, and 3.57%, respectively, in comparison to AUE =
0.041, RMSE = 0.044, and APE = 5.67% of the original param-
eter. As to heat of vaporization, the improvement is even more
significant: the AUE, RMSE, and APE of the new parameter are
0.441, 0.699, and 5.89%, respectively, in comparison to AUE =
1.276, RMSE = 1.408, and APE = 16.34% of the original param-
eter. The performance of the original and revised GAFF in cal-
culating density and ΔHvap is summarized in Table 4.
It is worth noting that tuning the partial charges can also

improve the molecular property prediction. For example, in
OPLS-AA after turning both the partial charges and Lennard-
Jones parameters, Jorgensen and Rizzo could reproduce the
densities, the heats of vaporization, and hydration free energies
of pure liquid amines very well.52 In another example, with the
adjustment of several bond charge correction parameters, AM1-
BCC can better reproduce the absolute solvation energies.15,16

Certainly, it is also possible for us to tune BCCparameters so that

the calculated densities, heats of vaporization, and free energies
of hydration agree better with experimental results. However, in
this study, the HF/6-31G* RESP charges were used since GAFF
was originally parametrized with this charge method.
In summary, the prediction errors of density and heat of

vaporization can be significantly reduced by tuning one or two
van der Waals parameters. Density and ΔHvap approach their
ideal values synchronously in all three cases, although the best
parameters for density and ΔHvap may be slightly different. It
should be pointed out that although the new vdW parameters
were optimized using Protocol P4/ntt0 to calculate ΔHvap, the
calculation errors of other protocols (such as P2, P4/ntt3) are
also reduced (data not shown). Certainly, the optimum vdW
parameter sets are slightly different from one protocol to another.
Hydration Energies Calculations. As the hydration free

energy of a molecule is also directly affected by the vDW
parameters. It is important for us to check whether the newly
developed vDW parameters deteriorate the hydration energy
calculations or not. Ten molecules, which are directly affected by
the newly developed vDW parameters, were selected to conduct
hydration free energies using TI. Encouragingly, the revised
GAFF significantly improves the hydration energy calculations,
as shown in Table 5: the AUE is reduced from 1.62 to 1.38 kcal/
mol and RMSE from 2.21 to 2.05 kcal/mol. It is pointed out that
most errors come from three amines, i.e., propylamine, diethy-
lamine, and triethylamime. It is widely known that the hydration
energies of amine and amide series are difficult to predict, and the
previous studies using free energy perturbation with AMBER
force fields strongly overestimate the free energy changes from
methylamine to dimethylamine and from dimethylamine to
trimethylamime.52 If the three amines are excluded, the AUE
and RMSE of the revised GAFF become 0.80 and 0.92 kcal/mol,
respectively. All three compound classes in Table 5 achieve a
better performance of hydration free energy calculation using the
revised GAFF. Specifically, for the two halides, both the AUE and
RMSE are reduced by 0.75 kcal/mol. For the three amines, the
AUE and RMSE are reduced by 0.3 and 0.1 kcal/mol, respec-
tively. For five benzene derivatives, the AUE and RMSE are
reduced by 0.01 and 0.11 kcal/mol, respectively. In summary,
although the prediction of hydration free energies was not taken
into account when we optimized vDW parameters, the revised
GAFF achieved better performance in hydration energy calcula-
tions using TI. The statistical uncertainties of individual energy

Table 5. List of the Electrostatic Part (Charge Disappearing), the van der Waals Part (Atom Disappearing), and the Calculated
Free Energies (kcal/mol) of Hydration for 10 Representative Molecules

original GAFF revised GAFF

no. name exptla elec. vdW calcd elec. vdW calcd

1 bromomethane �0.82 �1.40 2.10 0.70 �1.55 1.46 �0.10

2 iodomethane �0.89 �1.43 1.98 0.55 �1.54 1.38 �0.16

3 propylamine �4.39 �7.26 1.84 �5.42 �6.54 2.02 �4.53

4 diethylamine �4.07 �3.97 2.33 �1.63 �3.64 2.19 �1.45

5 triethylamine �3.22 �0.92 2.56 2.37 �0.79 2.25 2.20

6 benzene �0.86 �2.69 1.77 �0.92 �2.70 1.37 �1.33

7 phenol �6.61 �5.92 1.48 �4.44 �5.88 1.15 �4.73

8 m-cresol �5.49 �7.52 1.47 �6.06 �7.41 1.43 �5.98

9 aniline �5.49 �5.92 1.30 �4.62 �5.87 1.11 �4.76

10 fluobenzene �0.80 �2.28 2.02 �0.26 �2.25 2.05 �0.19
aThe experimental data are from ref 19.
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terms of TI calculations are summarized in Table S8 of the
Supporting Information.

4. CONCLUSIONS

This is the first paper in a series of predicting molecular
properties using the General AMBER Force Field (GAFF). The
bulk densities and heats of vaporizations of 71 organic molecules
that cover the most common chemical functional groups have
been predicted through molecular dynamics simulations. The
overall performance of the prediction is satisfactory: the average
unsigned error (AUE) of the density of the whole molecular set is
0.0436 g cm�3, and the AUE of the heat of vaporization
calculation using Protocol P4/ntt0 is 0.932 kcal/mol. In total,
10 different heat of vaporization subprotocols (P1, P2, P3/ntt=0,
P3/ntt=1, P3/ntt=2, P3/ntt=3, P4/ntt=0, P4/ntt=1, P4/ntt=2,
P4/ntt=3) have been investigated, and P4/ntt0 outperforms the
other subprotocols. van der Waals parametrization has been
conducted for three molecular subsets in order to reduce the
prediction errors of both density and heat of vaporization.
Encouragingly, both density and heat of vaporization can much
better reproduce the experimental data after adjusting one or two
van der Waals parameters. Moreover, the free energies of
hydration for 10 molecules also achieve a much better perfor-
mance for the revised GAFF. Given the fact that GAFF inherited
van der Waals parameters from the AMBER biomolecular force
fields without further optimization, it is very likely that GAFF can
be significantly improved on predicting molecular properties
after a systematic van der Waals parametrization.
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ABSTRACT: Excitonic models of light-harvesting complexes, where the vibrational degrees of freedom are treated as a bath, are
commonly used to describe the motion of the electronic excitation through a molecule. Recent experiments point toward the
possibility of memory effects in this process and require one to consider time nonlocal propagation techniques. The hierarchical
equations of motion (HEOM) were proposed by Ishizaki and Fleming to describe the site-dependent reorganization dynamics of
protein environments (J. Chem. Phys. 2009, 130, 234111), which plays a significant role in photosynthetic electronic energy transfer.
HEOM are often used as a reference for other approximate methods but have been implemented only for small systems due to their
adverse computational scaling with the system size. Here, we show that HEOM are also solvable for larger systems, since the
underlying algorithm is ideally suited for the usage of graphics processing units (GPU). The tremendous reduction in computational
time due to the GPU allows us to perform a systematic study of the energy-transfer efficiency in the Fenna�Matthews�Olson
(FMO) light-harvesting complex at physiological temperature under full consideration of memory effects. We find that
approximative methods differ qualitatively and quantitatively from the HEOM results and discuss the importance of finite
temperature to achieving high energy-transfer efficiencies.

1. INTRODUCTION

Light-harvesting complexes (LHCs) are pigment protein
complexes that act as the functional units of photosynthetic
systems, capable of absorbing the energy of a photon and
transferring it toward the reaction center where it is converted
into chemical energy usable for the cell. The transfer of energy in
such systems is described by electronic exciton dynamics coupled
to the vibrations and other mechanical modes of the complex.1

Laser spectroscopy shows quantum coherent effects in the
energy transfer in LHCs at temperatures up to 300 K.2�4

Theoretical studies of model Hamiltonians at different levels
of approximation5�11 show that the interplay between coherent
transport and dissipation leads to high efficiencies in the energy
transport in these systems. LHC provide a remarkable example of
systems where noise or dissipation aids the transport. Under-
standing these systems is relevant as it gives insight into the
optimal design of artificial systems such as novel nanofabricated
structures for quantum transport or optimized solar cells.

The modeling of LHCs is challenging due to the lack of
atomistic ab initio methods and requires one to resort to effective
descriptions. This is most apparent in the treatment of the
vibrational excitations, which are commonly described by a
structureless mode distribution. Then, the energy transfer is
calculated by the time propagation of a density matrix, which
couples the electronic exciton dynamics to the vibrational
environment. For LHCs, the rearrangement of the molecular
states after the absorption of the photon has to be taken into
account and is described by the reorganization energy. The
hierarchical equations of motion (HEOMs)12�14 for the time
evolution of the density matrix were adapted by Ishizaki and
Fleming15 to include the reorganization process in the transport

equations and is exact within the model of exciton dynamics
coupled to a bath with a Drude-Lorentz spectral density.

In principle, the HEOM can be extended to other spectral
densities by using a superposition of Drude-Lorentz peaks.16,17

Previous calculations for the energy-transfer efficiency of the
FMO complex did not consider memory effects and used a weak
coupling perturbation theory.7,8 Other models try to get around
these limitations by using the generalized Bloch-Redfield
equations9 but yield different results compared to the HEOM
solution of the same model system. Prolonged coherent dy-
namics is predicted due to the slow dissipation of reorganization
energy to the vibrational environment.18 Theoretical descrip-
tions must go beyond the rotating-wave approximation and
perturbation theory and require a full incorporation of time
nonlocal effects and physiological temperature. The HEOMs
fulfill all of these premises.

To date, only the exciton population dynamics for the FMO
model has been studied within the full hierarchical approach,18,19

whereas the calculation of efficiency or 2D absorption spectra
have been considered out-of-range for present computational
power, since they require stable algorithms to propagate enlarged
system matrices over many more time steps. The adverse
computational scaling of the HEOM stems from the need to
propagate a complete hierarchy of coupled auxiliary equations,
which need to be simultaneously accessed in memory and
propagated in time. The insufficient computational power and
memory-transfer bandwidth of conventional CPU clusters20 has
limited the application of the HEOM to study energy-transfer
efficiency in small dimer systems, where other methods are
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available for comparison around T = 0 K.21�24 The advent of
high-performance graphics processing units (GPUs) with several
hundred stream processors working in parallel and with a high-
bandwidth memory has led us to perform the full HEOM
approach for the exciton model of LHC. The efficiency calcula-
tions for the FMO system in the strong coupling regime require
one to propagate 240 000 auxiliary matrices up to 50 ps
(corresponding to 20 000 time steps). The full HEOM approach
takes only hours of computational time on a single GPU, whereas
the corresponding CPU calculation would run several weeks and
becomes completely unfeasible for bigger LHCs due to the large
communication overhead.We use theGPU algorithmic advances
to characterize the exciton energy-transfer efficiency in LHCs for
a wide range of reorganization energies under full consideration
of the memory effects and at T = 300 K. Our calculations reveal
several important mechanisms which are not contained within
the approximative methods. The GPU�HEOM method opens
the window to a widespread utilization of the HEOM, including
the calculation of two-dimensional nonlinear spectra of LHCs, as
we will discuss elsewhere. Also, the implementation of a scaled
version of the HEOM,19 which reduces the number of auxiliary
matrices, could be achieved on a GPU and reduces the computa-
tional effort of hierarchical methods further.

For the development of new theoretical chemistry and physics
algorithms, GPUs are important devices and considerably en-
large the class of solvable problems if one manages to devise a
program code which takes full advantage of the GPU stream-
processing architecture. For interacting many-body systems, this
cannot be generally achieved by porting an existing program to
the GPU but requires one to follow the vector-programming
paradigm from the onset.25,26

The manuscript is organized as follows: In section 2, we set up
the model for energy transfer to the reaction center in the FMO
complex. In section 3, we calculate the key quantities used to
characterize the energy flow, namely, the efficiency and the
transfer time to the reaction center. We compute them for a
wide range of reorganization energies and bath correlation times
within the hierarchical approach. This section contains a detailed
discussion of the differences of the HEOM results compared to
calculations based on approximative methods. We highlight
the main mechanism behind the high efficiency, the delicate
balance between the requirements of an energy gradient toward
the reaction center, and the detuning of the energies, as shown in
section 4. In section 5, we discuss how the transport efficiency is
optimized with respect to physiological temperature and com-
ment on the thermalization properties of the HEOM. Finally, we
summarize our findings in section 6. Throughout the article, we
provide detailed information about the computational times and
requirements and collect in the appendices additional detailed
information about the algorithmsused andourGPU implementation.

2. MODEL

The FMO protein is part of the light-harvesting complex
that appears in green sulfur bacteria. Its structure has been
widely studied both with X-ray and optical spectroscopic
techniques.27�29 It has a trimer structure, with each of the
monomers consisting of seven bacteriochlorophyll (BChl) pig-
mentmolecules, which are electronically excited when the energy
flows from the antenna to the reaction center. An ab initio
calculation of the energy-transfer process within an atomistic
model is far beyond present computational capabilities. Instead,

one has to develop effective model Hamiltonians such as the
widely used excitonic Frenkel�Hamiltonian.1,30,31 Within the
Frenkel model, which assumes that excitations enter the system
one at a time, the seven BChl pigments of the FMO complex are
treated as individual sites which are coupled to each other and
also to the protein environment. The excitonic Hamiltonian is
given by

H ex ¼ E0j0æÆ0j þ ∑
N

m¼ 1
ðε0m þ λmÞjmæÆmj

þ ∑
m > n

JmnðjmæÆnj þ jnæÆmjÞ ð1Þ

where N = 7, |mæ corresponds to an electronic excitation of the
chromophore BChlm, and |0æ denotes the electronic ground state
of the pigment protein complex where we fix the zero of energy
E0 = 0. The site energies εm = εm

0 þ λm of the chromophores
consist of the “zero-phonon energies” εm

0 and a reorganization
energy λm, which takes into account the rearrangement of the

Table 1. Exciton Hamiltonian in the Site Basis in (cm�1)a

BChl1 BChl2 BChl3 BChl4 BChl5 BChl6 BChl7

BChl1 12410 �87.7 5.5 �5.9 6.7 �13.7 �9.9

BChl2 �87.7 12530 30.8 8.2 0.7 11.8 4.3

BChl3 5.5 30.8 12210 �53.5 �2.2 �9.6 6.0

BChl4 �5.9 8.2 �53.5 12320 �70.7 �17.0 �63.3

BChl5 6.7 0.7 �2.2 �70.7 12480 81.1 �1.3

BChl6 �13.7 11.8 �9.6 �17.0 81.1 12630 39.7

BChl7 �9.9 4.3 6.0 �63.3 �1.3 39.7 12440
aBold font shows the dominant couplings and site energies. Values taken
from ref 32.

Figure 1. Sketch of the exciton energies of the FMOcomplex (Table 1),
the reaction center, and the ground state. Each site, designated with a
number, represents a BChl pigment of the FMO complex. The arrows
indicate the dominant intersite couplings. The excitation enters the
FMO complex through the chlorosome antenna located close to sites 1
and 6. The incoming excitation, depicted with wavy arrows pointing
upward, follows two energy pathways to the reaction center. Wavy
arrows pointing downward indicate radiative loss channels leading to the
electronic ground state. In addition, each site is coupled to a phonon
bath which accounts for the protein environment surrounding the
pigments.
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complex during excitation due to the phonon bath:1

H reorg ¼ ∑
N

m¼ 1
λmjmæÆmj ð2Þ

In the following, we will consider identical couplings for all sites,
λm = λ.

The intersite couplings Jmn are obtained by fits to experimen-
tally measured absorption spectra.29 In this contribution, we use
the designations and parameters of ref 32, Table 4 (trimer
column) and Table 1 (column 4), summarized in Table 1. A
sketch of the dominant couplings is shown in Figure 1. The
protein environment surrounding the pigments is modeled as
identical featureless spectral bath densities coupled to each BChl.
For simplicity, we neglect correlations between the baths. The
electronic excitations at each site couple linearly with strength di
to the vibrational phonon modes bi

† of frequency ωi. The
coupling Hamiltonian is given by

H ex�phon ¼ ∑
N

m¼ 1
ð∑

i
pωidiðbi þ b†i ÞÞmjmæÆmj ð3Þ

where we assume identical baths at every site. Note that the
reorganization energy is related to the coupling by λ = ∑ipωidi

2/2.
Wemodel the losses due to radiative decay from the exciton to

the electronic ground state |0æ introducing a dipole coupling to
an effective radiation photon field aν

†

H ex�phot ¼ ∑
N

m¼ 1
∑
ν
ðaν þ a†νÞμνmðj0æÆmj þ jmæÆ0jÞ ð4Þ

which results in a finite lifetime for the exciton. The reaction
center (RC) is treated as a population-trapping state

H trap ¼ ERCjRCæ ÆRCj ð5Þ
and enlarges the system Hamiltonian to a 9� 9 matrix. Adolphs
and Renger32 suggest that pigments 3 and 4, which have the
largest overlap with the energetically lowest exciton-state, couple
to the reaction center. Recent experimental evidence shows that
pigment 3 is orientated toward the reaction center.33 In addition,
it has been proposed that an eighth pigmentmay play a role in the
initial stages of the energy transfer.34 Here, we include the
reaction center by introducing leakage rates from pigments 3
and 4 to the reaction center, which acts as a population-trapping
state. Thus, the coupling term to the reaction center reads

H ex�RC ¼ ∑
4

m¼ 3
∑
ν0
ðaν0 þ a†ν0 Þμν

0
RCðjRCæÆmj þ jmæÆRCjÞ ð6Þ

where the sum runs over the photon modes at the reaction
center. As shown in Appendix A, eqs 20 and 21, the coupling can
be expressed in terms of a trapping rate ΓRC, and similarly for the
radiative decay in eq 4 with the rate Γphot. The total Hamiltonian
of the system is thus given by

H ¼ H ex þH trap þH ex�phon þH ex�phot

þH ex�RC þH phon þH 0
phot þH RC

phot ð7Þ
where Hphon = ∑i,m(pωibi

†bi)m, H phot
0 = ∑ν,m(hνaν

†aν)m, and
H phot

RC = ∑ν0 ,m=3,4(hν0aν0
†aν0)m. The time evolution of the total

density operator R(t) is described by the Liouville equation:

d
dt
RðtÞ ¼ � i

p
½H ,RðtÞ� ð8Þ

We assume that at initial time t = 0 the total density operator
factorizes in system and bath components

Rðt ¼ 0Þ ¼ Fðt ¼ 0Þ X Fphon X F0phot X FRCphot ð9Þ
while at later times the system and the bath get entangled. Since
we are only interested in the exciton dynamics, we trace out the
degrees of freedom of the phonon and photon environments
R = {phon,phot0,photRC} and propagate the reduced 9 � 9
density matrix in the Schr€odinger picture:

FðtÞ
¼ TrRðexpð�it=pðL 0 þ L ex�phon þ L ex�phot þ L ex�RC þ L bathÞÞRð0ÞÞ

ð10Þ
for the exciton system {|mæ}m=1,...,7, the ground electronic state
|0æ, and the reaction center |RCæ.

Equation 10 is obtained by formal integration of the Liouville
equation, eq 8. The operator L0 = [HexþHtrap, •] represents the
coherent dynamics, and Lex�phon accounts for dephasing and
energy relaxation due to vibrations induced by the interaction
with the protein environment, while the recombination and
energy trapping are expressed by Lex�phon and Lex�RC, respec-
tively. The parts describing the different baths are summarized in
Lbath = [Hphon þ Hphot

0 þ Hphot
RC, •]. The coupling to the

phonon and photon baths can be studied with different degrees
of approximation.

We calculate the energy flow within a hybrid formulation
which treats the exciton dynamics and the vibrational environ-
ment within the HEOM and the trapping to the reaction center
and the radiative decay within a Markov model. The Markovian
treatment of the photon modes is justified as it occurs on a very
different time scale and no backward energy flow to the system is
allowed. We abbreviate our model ME-HEOM, see Appendix A.
We solve the hierarchical equations using GPUs, which are
ideally suited for this task and lead to huge speedups of the
algorithm. Details of the computational implementation are
collected in Appendix B.

3. TRAPPING TIME FOR DIFFERENT REORGANIZATION
ENERGIES

The strong coupling of the excitonic system to the vibrational
environment, which is on the same order as the excitonic energy
differences (100 cm�1), requires a detailed treatment of the
phonon bath over the time-scale of the correlations present in the
system. The coupling is quantified by the parameter γ, eq 30,
ranging from 35 to 166 fs�1 for models of light-harvesting
complexes.18 We calculate the efficiency of the energy transfer
from an initially excited site to the reaction center using the
hierarchical eqs 39 and 40. The efficiency η is defined as the
population of the reaction center at long times:

η ¼ ÆRCjFðt f ¥ÞjRCæ ð11Þ
For the FMO complex, two sites are located near the light-
absorbing antenna.32 We consider initial excitations at either site
1 or 6, which give rise to two energy pathways to the reaction
center. One pathway starts from site 1 and transfers energy via
site 2 to site 3, and the second pathway starts from site 6 with the
energy flowing via site 7 or 5 to site 4, see Figure 1.

We fix the upper limit of time propagation at tmax, defined such
that the remaining population in the system, excluding the
ground state and reaction center, has dropped from initially 1
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to 10�5. To our knowledge, no solid experimental data exist for
the coupling strength in eq 6, given in terms of the trapping rate
ΓRC of sites 3 or 4 to the reaction center. In the following, we
assume values of ΓRC

�1 = 2.5 ps and Γphot
�1 = 250 ps, which are on

the same order of magnitude as in other theoretical studies.7,9,11

The actual time scale of the energy trapping is quantified by the
trapping time:

Ætæ ¼
Z tmax

0
dt0t0

d
dt

ÆRCjFðtÞjRCæ
� �

t¼ t0
ð12Þ

where we replace the upper limit of the integral by tmax. The
trapping time depends strongly on the reorganization energy, as

shown in Figure 2. For reorganization energies λ < 50 cm�1, the
coupling to the environment assists the transport, and the
trapping time decreases when λ increases.

Evaluating the equations ofmotion (eqs 39 and 40) in theME-
HEOM approach requires one to truncate the hierarchy at Nmax,
which has to be large enough to reach convergence. In Figure 2,
we adjust the truncation such that the trapping times for
Nmax = N and Nmax = N þ 1 differ at most by 0.02 ps. The
required truncation increases with the reorganization energy, and
for λ = 300 cm�1, we needNmax = 16 where we have to propagate
245 157 auxiliary matrices over 22 000 time steps (Δt = 2.5 fs),
leading to a GPU computation time of 3.7 h. On a standard CPU,
the same calculation takes more than one month, and a systema-
tic study of parameters is not feasible.

In the upper panel of Figure 2, we compare the ME-HEOM
result with the secular Redfield theory, which employs the time-
local Born�Markov approximation in combination with the
rotating-wave approximation. For stronger values of the cou-
pling, the hierarchical approach strongly deviates from the
plateau obtained within the secular Redfield theory, which
assumes a fast decay of the phonon bath. The secular Redfield
limit (see Appendix A) reflects, as expected, the qualitative
behavior only for small reorganization energies and overesti-
mates the energy transfer to the reaction center for λ > 10 cm�1.

An interesting question is the existence of an optimal value for
the coupling λ and the bath correlation rate γ, for which the
trapping time is minimized (and the efficiency maximized).
Secular and full Redfield do not yield a local minimum of the
trapping time and, thus, no corresponding optimal λ. Introducing
the bath correlations and memory effects by the parameter γ in
the ME-HEOM gives rise to a local minimum and an optimal
value of λ, as shown in Figure 2. In addition, an optimal value of γ
emerges around γ�1 = 25�35 fs. For a small value γ�1 = 5 fs, the
theory predicts a rapid loss of efficiency.

The lower panel of Figure 2 details the changes of the trapping
time for the two different pathways of the energy flow in the
FMO complex as function of the reorganization energy. The
optimal reorganization energy for an initial excitation of site 1 is
given by λopt

1 = 55 cm�1 (Ætæopt1 = 6.0 ps), while for an initial
excitation of site 6, we obtain λopt

6 = 85 cm�1 (Ætæopt6 = 5.4 ps).
Optimal values of trapping times have been calculated within

the generalized Bloch�Redfield (GBR) approximation.9 Using
the same parameters, couplings, and Hamiltonian as in ref 9, the
ME-HEOM yields qualitative and quantitative differences with a
0.9-ps-longer trapping time for an initial excitation of site 1. For
an initial excitation located at site 6, the ME-HEOM and GBR
results for the trapping time differ by 0.2 ps.

4. EFFICIENCY FOR REARRANGED ENERGY LEVELS

In this section, we study the relevance of the spacings of the
energy levels in the FMO complex to see if the experimentally
obtained energy levels (Table 1) are close to an optimal value
with respect to transport efficiency at physiological temperature.

The isolated excitonic system shows coherent oscillations of
energy between the initially populated site and the delocalized
excitonic states. Coupling to the environment gives rise to several
mechanisms leading to a nonreversible energy transfer. In the
simplest Haken-Strobl model, only dephasing is incorporated,7,35

but the temperature is fixed at T = ¥. Only by adjusting the
dephasing rate can temperature effects be included on a rudi-
mentary level. The ME-HEOM approach enables us to calculate

Figure 2. Trapping time from eq 12 as a function of reorganization
energy λ at temperature T = 300 K. Trapping rate to BChl 3 and 4,
ΓRC
�1 = 2.5 ps and Γphot

�1 = 250 ps. Upper panel: Secular Redfield result
with γ�1 = 166 fs and the ME-HEOM results for three different bath
correlation times γ�1 = 166 fs, 50 fs, and 5 fs. The excitation enters at
site 1. Lower panel: Comparison of the trapping times for the two
possible pathways in the FMO when the energy is entering the
complex starting from site 1, or at site 6 for a bath correlation time of
γ�1 = 166 fs.
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the transport at physiological temperature (T = 300 K) and
brings into the picture another crucial mechanism to achieve
highly efficient energy transfer, namely, the temperature-depen-
dent stationary site populations. Since the system is in contact
with a thermal environment at finite temperature, there is energy
dissipation, and the system relaxes to thermal equilibrium. This
process guides the excitons to the lowest energy states (for the
FMO complex within a few picoseconds) and is not contained in
pure dephasing models.

For a small coupling λ and under the assumption that the
system and bath degrees of freedom factorize, the thermal state of
the system is given by the Gibbs measure

Fthermal ¼ expð�βH exÞ=Tr expð�βH exÞ,
β ¼ 1=ðkBTÞ ð13Þ

which populates the eigenstates of Hex according to the
Boltzmann statistics. Stronger couplings lead to deviations from
the Boltzmann statistics.36 Since the coupling to the reaction
center, where the system deposits its excitation, is linked to sites 3
and 4, the efficiency depends strongly on the population and
actual site energies 3 and 4. To study this relation, we shift levels
ε3/4 f ε3/4 þ ΔE and compute the efficiency of the energy
transfer. Figure 3 shows the efficiency evaluated with the ME-
HEOM. We observe an almost symmetric behavior of the

Figure 3. Upper panel: Energy transfer efficiency η in eq 11 as function
of temperature and site-energy shifts ε3/4 f ε3/4 þ ΔE. ME-HEOM
parameters: λ = 35 cm�1, γ�1 = 166 fs, Γphot

�1 = 250 ps, and
ΓRC

�1 = 2.5 ps. The hierarchy is truncated at Nmax = 8. Lower panel:
Energy-level shifts considered in the parameter range of the left panel.

Figure 4. Energy transfer as a function of temperature for the secular
Redfield approximation and the exact ME-HEOM calculation with
γ�1 = 166 fs, Γphot

�1 = 250 ps, ΓRC
�1 = 2.5 ps, and truncation Nmax =

8. Both approaches use a reorganization energy of λ =35 cm�1 and start
with initial population at site 1. (a) Trapping time as a function of
temperature. (b) Efficiency as a function of temperature. (c) Population
of site 3 for different temperatures in the Boltzmann thermal equilibrium
state Fthermal and for the isolated FMO (decoupled from the reaction
center and the radiative decay) using the ME-HEOM, F(t f ¥). Note
that the ME-HEOM needs further corrections at temperatures below
100 K in order to reach the thermal state.
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efficiency for positive and negative energy shifts, with slightly
higher efficiencies toward negative energy shifts.

A shift to lower energies increases the energy gradient in the
FMO, as the thermal state prefers to populate the low-lying sites.
This mechanism improves the transfer efficiency but shifts the
two sites out of resonance, and they get decoupled from the other
levels of the FMO. Thus, coherent transport becomes more
difficult, and the energy transfer to the reaction center is expected
to slow down. Similar arguments hold when the energies ε3 and
ε4 are shifted to higher energies. On the one hand,ΔE > 0 brings
sites 3 and 4 closer to resonance and increases the coupling to the
remaining sites, thus enhancing coherent transport. On the other
hand the thermal state gets delocalized over all sites of the FMO
complex, and there is no special preference to populate site 3 and
site 4. In such a case, the FMO loses its property to act as an
energy funnel, and environment-assisted transport to the reac-
tion center is hindered.

Figure 3 shows how the delicate interplay between coherent
delocalization and energy dissipation toward the reaction center
gives rise to an optimal arrangement of site energies. We obtain
maximal efficiency aroundΔE = 0, corresponding to the original
parameters in Table 1, and the optimum value is robust against
small variations in the site energies.

5. TRAPPING TIME FOR DIFFERENT TEMPERATURES

As discussed in the previous section, the environment assists
the transport toward the thermal equilibrium state. In the FMO
complex, sites 3 and 4 are coupled to the reaction center and
present the lowest exciton energies in the system (see Figure 1);
thus the energy dissipation in the phonon environment enhances
the population of those sites and hence the efficiency. With
increasing temperature, one might expect high transfer efficien-
cies because thermalization occurs on a faster time scale. How-
ever, with increasing temperature, higher energy states have a
higher thermal-equilibrium population, and thus the transport
efficiency toward the reaction center decreases.

These two competing mechanisms result in an optimal
temperature with maximal efficiency. Both mechanisms are al-
ready present in the secular Redfield limit, and the optimal
energy transfer is obtained around 75 K, see Figure 4a. Our ME-
HEOM calculations predict optimal efficiency at a slightly lower
temperature of 70 K, but this value is outside the range where our
high-temperature implementation is supposed to work (see
Appendix A). We obtain a steep increase of the trapping time
for low temperatures, shown in Figure 4a, which is also reflected
in the efficiencies in Figure 4b. This increase in trapping time
and decrease in efficiency is not present in the secular Redfield
approach, which saturates for T f 0. Although we take into
account the lowest-order quantum correction to the Boltzmann
statistics,18 at low temperatures, more correction terms are
required. One criterion to validate the HEOM is to check if
the stationary state F(tf ¥) of the population dynamics of the
isolated FMO, which is decoupled from the reaction center and
radiative decay, approaches the thermal state. As is shown in
Figure 4c, the HEOM high-temperature implementation fails to
approach the thermal state for temperatures below 100 K, where
the HEOMs predict an unphysical steep decent of population at
low energy site 3, and hence transfer efficiency is underestimated.
For temperatures above 100 K, the high temperature limit agrees
very well with the thermal state, and the ME-HEOM results are
reliable. Comparing our ME-HEOM results above 100 K to the

secular Redfield ones shown in Figure 4a and b, we conclude that
the Redfield approach, which is known to be valid in the weak
coupling limit only, overestimates the efficiency and under-
estimates the trapping time.

6. CONCLUSIONS

We have shown that the HEOMs are computationally feasible
for calculating the energy transfer for large systems following our
GPU implementation. This algorithmic advance allowed us to
calculate the efficiency and trapping time of the energy transfer in
the FMO complex for a wide range of parameters. The results
point to qualitative and quantitative deficiencies of approximative
methods and show that an accurate treatment of memory effects
and reorganization processes in the system-bath coupling of
LHC is needed to evaluate the precise role of temperature,
exciton energy differences, coupling strength, and time correla-
tions in the bath. The ME-HEOMs yield longer trapping times
and indicate the importance of memory effects and correlations
in order to maximize the efficiency in the FMO complex at
physiological temperature. Interestingly, the zero-shift energies
of the FMO complex provide an almost optimal arrangement for
funneling the energy flow to the reaction center at T = 300 K.
Beyond the results for the FMO complex, our fast computational
GPU algorithm for the HEOM provides a robust and scalable
way to treat bigger systems and allows us to calculate two-
dimensional spectra of LHC, which requires one to enlarge the
dimension of the density matrix by taking into account double-
excitonic states.

’APPENDIX

A. Hybrid Markov�HEOM Approach

A.1. Secular Redfield Approximation.We follow ref 37 and
expand the phonon part Lphon up to second order in the exciton
phonon coupling. We use the Born�Markov and secular
approximation to obtain

� i
p
L ex�phon ¼ ∑

m,ω
iLmðωÞ½V †

mðωÞVmðωÞ, •�

þ ∑
m,ω

iγmðωÞDðVmðωÞÞ ð14Þ

where Vm = |mæÆm| stands for the exciton operators and
D ðVÞF ¼ VFV † � 1

2V
†VF� 1

2FV
†V . The Lamb shift reads

LmðωÞ ¼ Im
Z ¥

0
dt0 expð�iωt0ÞÆumðt0Þumð0Þæphon ð15Þ

and the decoherence rates are given by

γmðωÞ ¼ 2Re
Z ¥

0
dt0 expð�iωt0ÞÆumðt0Þumð0Þæphon ð16Þ

with the phonon operators um,phon = (∑ipωidi(bi þ bi
†))m. The

exciton operators

VmðωÞ ¼ ∑
ω,M,N

c
�
mðMÞcmðNÞjMæ ÆNjδðω� EM þ ENÞ ð17Þ

are evaluated in the excitonic eigenbasis |Mæ = ∑mcm(M)|mæ with
Hex|Mæ = EM|Mæ. For simplicity, we assume that the phonon
environments of the individual chromophores are uncorrelated.
We additionally neglect the Lamb-type renormalization term.
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For the explicit evaluation of the decoherence rates, we quantify
the strength of the exciton�phonon coupling and introduce a
Drude-Lorentz spectral density

JmðωÞ ¼ 2λm
ωγm

ω2 þ γ2m
ð18Þ

The decoherence rates are then given by

γðωÞ ¼
2πJð �ωÞðnð �ωÞ þ 1Þ, if ω < 0

2π
kBT
p

dJðωÞ
dω

, if ω ¼ 0

2πJðωÞnðωÞ, if ω > 0

8>>><
>>>: ð19Þ

where n(ω) = (exp(pω/kBT) � 1)�1 corresponds to the
phonon statistics. Note that we drop the index m and use the
same parameters for all sites.
We describe the radiative decay and trapping to the reaction

center using a Lindblad ansatz

� i
p
L ex�phot ¼ ∑

N

m¼ 1
ΓphotD ðj0æ ÆmjÞ ð20Þ

and

� i
p
L ex�RC ¼ ∑

4

m¼ 3
ΓRCDðjRCæ ÆmjÞ ð21Þ

with identical trapping rates for all sites Γphot = 2π|μ|2 and
ΓRC = 2π|μRC|

2, respectively. Equations 20 and 21 are derived
by a master equation approach employing the rotating wave
approximation for Hamiltonians Hphot

0 and Hphot
RC, respec-

tively. The strength of the exciton-photon coupling is defined by
a constant spectral density J(ω) = 2π. We further assume that
the photon field cannot create excitations. The same holds for
the trapping to the reaction center, as no backward energy flow to
the system is allowed. This is equivalent to previous works, where
trapping and exciton recombination are included in the Hamil-
tonian in the form of anti-Hermitian parts.7

The equation of motion for the density operator in secular
Redfield form reads

d
dt
FðtÞ ¼ � i

p
ðL 0 þ L ex�phon þ L ex�phot þ L ex�RCÞ FðtÞ

ð22Þ

A.2. Combined Master-Equation�HEOM Approach (ME-
HEOM). For the FMO complex, the coupling of the excitons to
the phonon environment is large, and the reorganization process
occurs on a time scale which is comparable to the system
dynamics. The secular Redfield approximation is not valid for
the coupling to the phonon bath, and a nonperturbative treat-
ment is required. We will follow the derivation in ref 15 and
introduce a set of hierarchically coupled equations. For trapping-
time and efficiency calculations, we introduce slight modifica-
tions, and in particular, we include the coupling to the reaction
center and the radiative decay. We derive a combined ME-
HEOM approach which treats the exciton�phonon coupling
exactly, whereas the leakage to the reaction center and exciton
ground state is described in the Born�Markov limit.
We start with the Liouville equation for the total density

operator eq 8 and assume that the total density operator

factorizes eq 9. In the interaction picture with

H 0 ¼ H ex þH trap þH phon þH 0
phot þH RC

phot ð23Þ
where we denote operators with

~O ðtÞ ¼ expðiH 0t=pÞ O expð�iH 0t=pÞ ð24Þ
the Liouville equation reads

d
dt
~RðtÞ ¼ � i

p
½ ~H ex�phon þ ~H ex�phot þ ~H ex�RC, ~RðtÞ�

¼ � i
p
ð ~L ex�phon þ ~L ex�phot þ ~L RCÞ ~RðtÞ

ð25Þ
After formal integration and tracing out the bath degrees of
freedom R = {phon,phot0,photRC}, we get a formal solution for
the reduced density operator describing the exciton degrees of
freedom

~FðtÞ ¼ ~U ðtÞ ~Fð0Þ ð26Þ
with time evolution operator

~U ðtÞ ¼ TrRðTþ expð�i=p
Z t

0
ds ð ~L ex�phonðsÞ

þ ~L ex�photðsÞÞÞ þ ~L ex�RCðsÞÞ � Fphon X F0phot X FRCphotÞ
ð27Þ

We make use of the Gaussian nature of the harmonic baths to
reduce the bath expectation values to two-time correlation
functions. Hence, the influence of the environment is character-
ized by the symmetrized correlation

Sm,RðtÞ ¼ 1
2
Æ½~um,RðtÞ, ~um,Rð0Þ�þæ ð28Þ

and the response function

χm,RðtÞ ¼ 1
2
Æ½~um,RðtÞ,~um,Rð0Þ�æ ð29Þ

where um,phot = ∑νμm
ν(aν þ aν

†). We assume that each site is
coupled to an independent phonon bath and that there are no
correlations between the radiative decay and trapping at different
sites. For the exciton�phonon coupling, we employ a Drude-
Lorentz spectral density

JmðωÞ ¼ 2λm
ωγm

ω2 þ γ2m
ð30Þ

and obtain, in the high temperature limit

SmðtÞ = 2λm
kBT

expð�γmtÞ ð31Þ

χmðtÞ ¼ 2λmγm expð�γmtÞ ð32Þ

The parameter γm describes the time scale of correlations in the
vibrational environment of the protein. Note that as we consider
identical couplings for all sites, the notation is simplified in the
main text, and the subindex m is removed from the time
correlation scale of the bath γ.
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The time evolution operator becomes

~U ðtÞ ¼ Tþ
YN
m¼ 1

expð
Z t

0
ds ~Wm, phonðsÞÞ

�
YN
m¼ 1

expð
Z t

0
ds ~Wm, phot0ðsÞÞ

�
Y4
m¼ 3

expð
Z t

0
ds ~Wm, photRCðsÞÞ ð33Þ

with

~Wm,R ¼ � 1

p2

Z t

0
ds ~Vm,RðtÞ�

� Sm,Rðt � sÞ ~Vm,RðsÞ� � i
p

2
χm,R ~Vm,RðsÞ�

� �
ð34Þ

We denote the commutation relations by O�f ¼ ½O , f � and
O �f ¼ ½O , f �þ. The time evolution of the reduced density
matrix is given by

d
dt
~FðtÞ ¼ Tþð ∑

7

m¼ 1

~Wm, phonðtÞ þ ∑
7

m¼ 1

~Wm, phot0ðtÞ

þ ∑
4

m¼ 3

~Wm, photRCðtÞÞ ~FðtÞ ð35Þ

Note that the time ordering operator affecting the integration in
eqs 34 and 35 is time nonlocal. In the following, we treat
the exciton�photon and exciton�reaction center couplings in
the Born�Markov limit. That is, the time nonlocal operators
Tþ ∑m=1

7 ~Wm,phot0(t) and Tþ ∑m=3
4 ~Wm,phot

RC(t) are replaced
by their time-local Born�Markov limits Lex�phot and Lex�RC

defined in eqs 20 and 21, respectively. Equation 35 finally reduces
to

d
dt
~FðtÞ ¼ � i

p
L phot ~FðtÞ �

i
p
L RC ~FðtÞ

þ Tþ ∑
7

m¼ 1

~Wm, phonðtÞ ~FðtÞ ð36Þ

We define auxiliary operators

~σðn1, :::, n7ÞðtÞ¼Tþ
Y
m, k, l

ð
Z t

0
ds expð�γmðt � sÞ ~θmðsÞÞÞnm

� expð
Z t

0
ds ~Wm, phonðsÞÞ expð

Z t

0
ds ~Wk, phot0ðsÞÞ

� expð
Z t

0
ds ~Wl, photRCðsÞÞ ð37Þ

with

~θmðsÞ ¼ i
2λm
kBTp

2
~V�
m, phonðsÞ � i

λm
p
γm~V

�
m, phonðsÞ

� �
,

~σ ð0, ::, 0ÞðtÞ ¼ ~FðtÞ
ð38Þ

and rewrite the time nonlocal effects into hierarchically coupled
equations of motion

d
dt
FðtÞ ¼ � i

p
ðL ex þ L phot þ L RCÞ FðtÞ

þ ∑
m
iV�

m, phonσ
ðn1, :::, nm þ 1, :::, n7ÞðtÞ ð39Þ

with

d
dt
σðn1, :::, n7ÞðtÞ ¼

¼ � i
p
ðL ex þ L phot þ L RCÞ þ ∑

m
nmγm

" #
σðn1, :::, n7ÞðtÞ

þ ∑
m
iV�

m, phonσ
ðn1, :::, nm þ 1, :::, n7ÞðtÞ þ ∑

m
nmθmσ

ðn1, :::, nm � 1, :::, n7ÞðtÞ

ð40Þ
where we again have used the Born�Markov limit for the
trapping and radiative decay. The auxiliary operators keep track
of the memory effects of the bath and account for the removal of
the reorganization energy. The σmatrices are initially set to zero.
For a sufficiently large Nmax = ∑mnm, the diagonal coupling in
eq 40 becomes the dominant term, and we can truncate the
hierarchy.

B. Algorithm for Implementing the Hierarchical Method
on Graphics Processing Units. For the large reorganization
energies typically found in LHC, one needs to go beyond the
Born�Markov approach and consider non-local temporal ef-
fects. We do this by solving the system dynamics within the
hierarchical approach shown in the previous section. The meth-
od requires considerable memory and computational efforts, and
a large number of auxiliary matrices are needed to store the time
non-local bath properties. Since all auxiliary matrices have to be
accessed to perform the next propagation step, the huge com-
munication overhead renders conventional parallelization
schemes, where distributed computing nodes are connected by
Ethernet,20 ineffective. GPUs have the two-fold advantage of a
fast memory bandwidth and the availability of several hundred
stream processors. By assigning one stream processor to each
auxiliary matrix, we obtain a speedup of the hierarchical method
by the number of processors. The numerical calculations in this
manuscript are performed on a NVIDIA Fermi C2050 GPUwith
448 processors (1.15 GHz) and 3 gigabytes of ECC-protected
on-board memory.
The first step of the algorithm initializes the system of the σ

matrices of the hierarchy. With increasing truncation Nmax,

Table 2. Comparison of CPU and GPU Computation
Time of the Population Dynamics of the Isolated FMO
Complexa

Nmax #σ matr. CPU GPU speed up GPU utilization

4 330 120 s 1 s �120 22%

6 1716 676 s 3 s �225 56%

8 6435 2636 s 7 s �376 82%

10 19448 8275 s 19 s �435 93%

12 50388 21972 s 48 s �458 97%
aWe propagate 1000 time steps. The GPU (NVIDIA C2050) calcula-
tions are performed in single precision. Double precision (not required
here for converged results) increases the GPU computation time by a
factor of 2.
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the total number of σ matrices grows factorially Ntot =
(N þ Nmax)!/(N!Nmax!), where N corresponds to the number
of sites.18 As shown in Table 2, the calculation of population
dynamics of the FMO complex withN = 7 andNmax = 12 already
requires 50 388matrices, whereas 330matrices are sufficient for a
truncation atNmax = 4. Thememory of the σmatrices is allocated
on the graphics board and initialized to zero. It is not necessary to
transfer theσmatrices to themain-processor memory at any time
during the calculation. The only memory transfer between CPU
and GPU involves the N � N entries of the reduced density
operator F. To advance the propagation one time step in eq 40
requires a large number of matrix multiplications. Each single σ
matrix is connected to 2N neighbors; these connections are
stored in GPU memory in a linked list. The GPU uses 448 cores
in parallel with fast GPU memory transfer and thus provides an
immense reduction of the computation time up to a factor of 458
for the matrix multiplications. For benchmarking the algorithm,
we propagate 1000 time steps using a fourth order Runge-Kutta
integrator. For the final output into files, a short memory transfer
from the GPU to the CPU is required.
In Table 2, we summarize the computational speedup of the

C2050-GPU compared to a standard CPU (Intel 2.40 GHz).
The GPU computation is performed using single precision,
which yields sufficient accuracy for the problem at hand. For
the population dynamics of the FMO complex using λ = 35 cm�1,
γ�1 = 166 fs, a temperature of 300K, a propagation timeof 10pswith
step size Δt = 10 fs, and truncation Nmax = 12, the populations are
accuratewithin single precision to six digits |Fii

single(t)� Fii
double(t)| <

5� 10 �7. This switch from single to double precision increases the
computation time approximately by a factor of 2 on the C2050-GPU.
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ABSTRACT: Density functional theory (DFT) calculations of molecular hyperfine tensors were implemented as a second
derivative property within the two-component relativistic zeroth-order regular approximation (ZORA). Hyperfine coupling
constants were computed for systems ranging from light atomic radicals to molecules with heavy d and f block elements. For
comparison, computations were also performed with a ZORA first-order derivative approach. In each set of computations, Slater-
type basis sets have been used. The implementation allows for nonhybrid and hybrid DFT calculations and incorporates a Gaussian
finite nucleus model. A comparison of results calculated with the PBE nonhybrid and the PBE0 hybrid functional is provided.
Comparisons with differing basis sets and incorporation of finite-nucleus corrections are discussed. The second derivative method is
applied to calculations of paramagneticNMR ligand chemical shifts of three Ru(III) complexes. The results are consistent with those
calculated using a first-order derivative method, and the results are consistent for different functionals used. A comparison of two
different methods of calculating pseudo-contact shifts, one using the full hyperfine tensor and one assuming a point-charge
paramagnetic center, is made for the Ru(III) complexes.

1. INTRODUCTION

Given a molecule with unpaired electrons in an external
magnetic field B, the interaction between the electrons, nuclei,
and the external magnetic field can be described through the
electron paramagnetic resonance (EPR) spin Hamiltonian:1�4

Hspin ¼ � gβeB 3 S� gNβNB 3 IN � S 3AIN ð1Þ
Here, g is the g-tensor (or ge for a free electron) and gN is the nuclear
g-factor; S is the effective spin of the electronic system, and IN is the
nuclear spin operator. The first two terms in eq 1 are the electronic
and nuclear Zeeman terms, describing the interaction between the
electron and the external field, and between a nucleus and the external
field, respectively. The final term is of interest to this work and
describes the magnetic hyperfine interaction between the magnetic
moments of the electron and the nuclei. The tensorA is the hyperfine
coupling tensor. In order to compute the hyperfine tensor, it is
necessary to consider three contributions: the “first-order” Fermi
contactþ spin�dipole (FCþSD) terms, and, in relativistic theories,
a spin�orbit (SO) coupling cross termwith thenuclear paramagnetic
spin�orbital (PSO) operator (with the latter also being responsible
for the paramagnetic NMR shielding in Ramsey’s theory5). Details
regarding the theory are provided in section 2, “Theoretical
Methods”. In nonrelativistic theory, the isotropic Fermi-contact
term can be related to the excess (unpaired) spin density at a
nucleus (FR�β(0))1,2,6 (assuming point nuclear charges, in atomic
units where βe = 1/2 and μ0/(4π) = c�2):

Anrel
iso ¼ 4π

6c2

� �
gegNβNÆSzæ

�1FR � βð0Þ ð2Þ

Here, FR�β(0) is the excess spin density at the nucleus in
question (the “contact” spin density). From eq 2, it can be seen
that the value of Aiso may be positive or negative, depending on
whether there exists an excess of R or β spin density at a
particular nucleus. The sign of the hyperfine coupling constant
is taken to be positive where the spins of the electron and
nucleus are antiparallel.1 In relativistic theories, the orbitals and
the electron density have weak singularities at point nuclei, and
the “contact” operators are modified accordingly in order to
sample the electronic structure very close to, but not at, the
nuclei.7 The derivation in section 2 provides a case in point. The
contact or near-contact nature of the relativistically generalized
FC mechanism can generally be expected to be subject to large
relativistic effects (scalar effects in particular). The anisotropic
part of the hyperfine tensor is often not calculated because it
does not contribute to the EPR hyperfine coupling for freely
rotating molecules (for instance, in gas phase or solution).
However, it is an important ingredient for calculations of
paramagnetic NMR (pNMR) pseudo-contact chemical shifts.8

In pNMR, large Aiso further give rise to sizable contact shifts.
8,9

The spin�orbit contribution to the hyperfine tensor is often
neglected for light atomic systems, but it becomes increasingly
important with increasing atomic number.10 Inclusion or
neglect of scalar relativistic and spin�orbit (SO) effects can
greatly affect the value of magnetic properties, including
hyperfine tensors, due to the requirement of describing elec-
trons in close proximity to the nucleus and therefore exhibiting

Received: February 25, 2011
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relativistic behavior. Arbuznikov et al. have investigated
spin�orbit effects on hyperfine tensors and found that the
effects can be very significant for a range of molecules and
nuclei.10 In general, it was found that the correlation to
experiment improved when SO terms were included in the
calculation of the hyperfine tensor.

The treatment of SO effects in calculations of hyperfine
coupling tensors may be assigned to one of two types. These
two approaches mirror those previously discussed by us in a
paper on calculating electronic g-tensors11 and, therefore, are
only briefly summarized described here. In the first type of
calculation, SO coupling is included variationally in the ground
state. The hyperfine tensor is then calculated as a first-order
derivative of the energy; therefore, this route may be termed the
“first-order” or “expectation value” (EV) approach, and has been
implemented in the framework of the two-component relativistic
zeroth-order regular approximation (ZORA)12 by van Lenthe,
van der Avoird, and Wormer.13 The method has been success-
fully applied in conjunction with density functional theory
(DFT) to transition-metal complexes and small organic
molecules.13

Alternatively, SO coupling can be introduced as a perturbation
on top of nonrelativistic or scalar-relativistic calculations. In this
case, the hyperfine tensor is calculated from double-perturbation
theory as a second derivative of energy with respect to the nuclear
spin angular momentum and the effective electronic spin. The
SO contributions to the hyperfine tensor are calculated to lowest
order in this approach from solving a set of linear response
equations, while the FCþSD terms are still computed from an
expectation value integral involving the ground-state orbitals/
wave function only. This type of calculation may be termed the
“second-order” or “linear response” (LR) approach. One pur-
pose of this article is to present an implementation and first
application of the LR approach in conjunction with the ZORA
formalism in the calculation of hyperfine tensors and hyperfine
coupling constants. The approach presented here closely follows
a recent development of a ZORA-based LR method for density
functional theory (DFT) calculations of electronic g-tensors.11

DFT is an attractive electronic structure for calculating many
molecular properties because of its relatively low computational
expense and its often acceptable-to-good accuracy. DFT been
used previously for calculations of magnetic properties of open-
shell molecules.6,10,14,15 Calculations of hyperfine tensors and, in
particular, isotropic hyperfine coupling constants, have been
previously carried out and benchmarked by various groups using
DFT. Hermosilla et al. have analyzed a set of organic and
inorganic radicals with the B3LYP hybrid functional and several
basis sets, concluding through the use of regression analysis, that
such a computational approach is appropriate.16,17 Later, Barone
et al. calculated hyperfine tensors for 208 free radicals using the
B3LYP hybrid functional, again deeming the functional
suitable.14 It should be noted that, in these studies, relativistic
effects were not included since they are likely unimportant for the
relatively light atoms studied. Compounds with heavier nuclei (in
particular, transition-metal complexes) have been studied by a
number of authors, in some cases including SO effects18�20 and
with relativistic effects included using a second-order approach.10

Herein, we investigate the performance of a LR method of
calculating hyperfine tensors using DFT and the two-component
relativistic ZORA Hamiltonian. The new implementation allows
one to directly compare results calculated with this method to
those calculated with the aforementioned EV method reported

by van Lenthe et al.13 Differences may be expected for molecules
where SO coupling is large, such as radicals with third-row
transition metals, lanthanides, or actinides. Both our new LR
method and the EV method of van Lenthe et al.13 are imple-
mented in the Amsterdam Density Functional (ADF) package,21

which is a DFT code that makes use of Slater-type orbital (STO)
basis sets. There are several reasons why it is desirable to have a
relativistic LR approach available for hyperfine tensor computa-
tions. First, in terms of computational efficiency, variational
SO DFT computations for large molecules can become very
demanding on the computational resources, whereas the LR
approach has a computational cost that is comparable to that of
scalar relativistic ground-state computations with real orbitals. For
systems with light to intermediate strength of SO effects, the
analytic LR approach may also be advantageous in terms of
numerical accuracy. Another reason pertains the prediction of the
absolute and relative signs of the g- and the hyperfine tensors; the
sign, which is important for pNMR applications, is straightfor-
wardly determined in LR calculations. In our recent work on
g-tensors, we have highlighted an example (NpF6) where the
prediction of the sign of a tensor appears to be problematic. We
note that the new LR implementation is capable of handling
hybrid functionals and it incorporates finite nucleus effects, which
can be significant for hyperfine coupling tensors of heavy atoms.20

After presenting the theoretical background (section 2) and
some details regarding the computations (section 3, “Computa-
tional Details”), the results of computations using the LR ZORA
DFT implementation and other methods are compared in
section 4.1, in “Results and Discussion”, using a test set of small
molecules with light and heavy atoms. Comparisons are also
made with previously calculated values and with experiment,
where available. Effects due to basis set, functional (nonhybrid vs
hybrid), and finite nucleus corrections are investigated in some
detail. We find that the LR method performs well in comparison
with the EVmethod, even for systems with very heavy atoms. For
heavy-nucleus hyperfine couplings, finite nucleus effects can be
substantial. The sensitivity of hyperfine couplings to features of
the electronic structure near the nuclei highlights the need for
augmentation of the basis set with high exponent functions (in
particular, in relativistic computations). As an additional applica-
tion, calculated pNMR contact and pseudo-contact shifts are
reported for three Ru(III) complexes (see section 4.2). These
and several other complexes have been used recently for a
computational pNMR benchmark by Rastrelli and Bagno.9,22 In
ref 22, relativistic effects on the ligand contact shifts were
considered using the EV ZORA implementation of ADF, in
conjunction with nonhybrid functionals, whereas the influence
of the functional has been assessed by a comparison with
nonrelativistic B3LYP LR calculations, using Gaussian-type basis
sets. We take the opportunity here to revisit a subset of the
complexes studied by Rastrelli and Bagno for which the new LR
code allows us to investigate the performance of various func-
tionals consistently within the ZORA LR regime using the same
STO basis sets. For the pseudo-contact shifts, a comparison is
made between using equations for the dipolar interaction, assum-
ing a point paramagnetic center and using the dipolar hyperfine
and g-tensors calculated from DFT.

2. THEORETICAL METHODS

2.1. Hyperfine Tensors Calculated As Second Derivatives
of the Scalar Relativistic Electronic Energy. What follows is a
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brief outline of the theory as it applies to hyperfine tensors. For a
related ZORA-based derivation for LR calculations of g-tensors
providing additional details and references, we refer the reader to
ref 11. If spin�orbit (SO) effects are to be treated as a perturba-
tion, element u,v of the hyperfine coupling tensor with u,v∈ {x, y,
z} can be defined as a second derivative of energy, with respect to
electron and nuclear spin:

Auv ¼ D2E
DIuDSv

¼ gNβN
D2E

DμN, uDSv
ð3Þ

Here, and in the following, derivatives are assumed to be taken at
Iu = 0, to eliminate higher-order terms from the nuclear spin
perturbation. Assuming either a complete basis set or a basis set
that is not dependent on the derivative parameters (which is the
case for hyperfine coupling), the hyperfine tensor components
for nucleus N are within a spin-unrestricted Kohn�Sham DFT,
which is given as follows: The “first-order” (EV) FCþSD term
reads

AFC þ SD
uv ¼ 2gNβN

nR � nβ
∑
r, s
Pð0ÞR�β
sr Æχrjĥ

ðu, vÞjχsæ ð4aÞ

and the second-order (linear response) paramagnetic spin orbital�
spin orbit (PSOSO) term is given as

APSOSO
uv ¼ 2gNβN

nR � nβ
∑
r, s

PðvÞR�β
sr Æχrjĥ

ðuÞjχsæ ð4bÞ

Here, nR and nβ are the numbers of occupied R and β spin orbitals,
respectively, expressed in the basis set {χr} with MO coefficients
Cri
(0) (unperturbed) and Cri

(v) (perturbed by the v component of the
nuclear spin magnetic moment or by the v component of the SO
operator derivative with respect to the electron spin operator).
Furthermore, Prs

(0)R�β and Prs
(v)R�β are elements of the scalar

relativistic unperturbed and first-order spin density matrices:

Pð0ÞR�β
rs ¼ ∑

i
nRi C

ð0ÞR
ri C�ð0ÞR

si � ∑
i
nβi C

ð0Þβ
ri C�ð0Þβ

si ð5aÞ

PðvÞR�β
rs ¼ ∑

i
nRi ½Cð0ÞR

ri C�ðvÞR
si þ CðvÞR

ri C�ð0ÞR
si �

� ∑
i
nβi ½Cð0Þβ

ri C�ðvÞβ
si þ CðvÞβ

ri C�ð0Þβ
si � ð5bÞ

The ZORA12 one-electron Fock operator in the absence of
electromagnetic fields used in DFT computations with a local
effective potential V reads (in atomic units)

ĥ ¼ V þ 1
2
ðBσ 3 p̂ÞK ðBσ 3 p̂Þ

¼ V þ 1
2
p̂K p̂þ 1

2
iBσ 3 ðp̂K � p̂Þ ð6Þ

with

K ¼ 2c2

2c2 � V
ð7Þ

The potential in K is typically approximated by a sum of local
atomic potentials, which represents an efficient but quite accurate
approximation of ZORA used in several electronic structure pro-
gram packages.23�26 In a hybrid DFT scheme, part of the effective
exchange potential in eq 6 may be combined with a fraction of

Hartree�Fock exchange. In eq 6, σB is the 3-vector of 2 � 2 Pauli
spinmatrices, with componentsσB= (σx,σy,σz), and p̂ =�i= is the
momentum vector operator. Regarding the importance of two-
electron SO terms see refs 11 and 27. The scalar relativistic part of
eq 6 is taken to be the zeroth-order Fock operator,

ĥ
ð0Þ ¼ V þ 1

2
p̂K p̂ ð8Þ

while the last term on the right-hand side of eq 6, the ZORA SO
operator, is considered to be one of the perturbations. The nuclear
spin magnetic perturbation is included in the formalism, following
the derivations of refs 11, 13, and 28. The relevant perturbation
operators to calculate hyperfine tensors for point nuclei are given by

ĥ
ðuÞ ¼ � i

2
½K ðUN � =Þu þ ðUN � =ÞuK � ð9aÞ

ĥ
ðvÞ ¼ i

2
ðp̂K � p̂Þv ð9bÞ

ĥ
ðu, vÞ ¼ 1

2
fδuv= 3 ðK UNÞ �=uðK UN, vÞg ð9cÞ

In the previous equations,

UN ¼ c�2 rN
rN3

� �
ð10Þ

assuming a nuclear point magnetic dipole. Here, rN is the
electron�nucleus distance vector and rN is its length. (For
incorporation of a finite nucleus model, see below.) The operator
in eq 9c is the sum of the ZORA analogs of the FCþSD operator
derivatives, and eq 9a is the paramagnetic spin�orbit (PSO)
operator. Regarding eq 9c, it is important to keep inmind that the
derivations leading to the operators as published in refs 28 and 29
implicate that= in this operator only acts inside the operator, not
on any function to the right-hand side of the expression. To
indicate this, the operator has been enclosed between curly
brackets { 3 3 3 }. The operator in eq 9b does not occur explicitly
in eqs 4a and 4b. It is used to calculate the perturbed MO
coefficients and density matrices (eq 5b) using methods to solve
the coupled-perturbed Kohn�Sham (CPKS) equations that have
been described elsewhere.29�31 We have also implemented the
LR part of the computations with the reverse order of perturba-
tion operators, i.e. by solving the CPKS equations for the
perturbation eq 9a for each nucleus, instead of using eq 9b, and
obtained identical results as required by the interchange theorem
of double perturbation theory.
2.2. Nonrelativistic Limit, Pauli Approximation, and Point-

Charge Models. The nonrelativistic limit within the ZORA
framework is given byK f 1. In this case, the hyperfine tensor
has only the EV contribution, because the spin derivative of the
SO operator (ĥ(v)) vanishes. If the hyperfine tensor is calculated
by using the Pauli approximation of the SO operator, the
operator of eq 9b approximates to

ĥ
ðvÞðPauliÞ ¼ i

4c2
ðp̂V � p̂Þv ð11Þ

corresponding to the substitutionK fV/(2c2). Schreckenbach
and Ziegler32 used the operator that is described by eq 11 for
LR calculations of molecular g-tensors based on the Pauli
approximation. For LR calculations of g-tensors, the SO “spin
perturbation” yielding the operator ĥ(v) is the same as that used in
the calculations of hyperfine tensors.
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The nonrelativistic limit of the operator ĥ(u) in eq 9a is the
well-known PSO operator that is used to calculate nonrelativistic
nuclear magnetic shielding and J-coupling tensors. The factor of
1/c2 in this operator indicates the smallness of nuclear hyperfine
terms and corresponds to μ0/(4π) in SI units converted to
atomic units. Threfore, this factor is not altered when taking a
c f ¥ nonrelativistic limit.
The nonrelativistic limit of the FCþSD operator derivative is

obtained with the help of

ru
rN
rN3

� �
¼ 4π

3

� �
δuvδðrNÞ þ δuv

rN3
� 3

rN, urN, v
rN5

� �

After lettingK f 1, taking the derivatives of UN in eq 9c, and
regrouping terms, the operator reads

ĥ
ðu, vÞðnrelÞ ¼ 1

2c2
8π
3

� �
δuvδðrNÞ � δuv

rN3
� 3

rN, urN, v
rN5

� �� �� �
ð12Þ

Using this operator in the first term on the rhs of eq 4a yields
an expression that is equivalent to the hyperfine tensor
contributions given in eqs 2 and 3 of Eriksson,2 apart from a
factor of ge βe, which equals 1 in atomic units used here, and a
factor of c�2 that is not present in Eriksson’s equation. This
factor, again originating from μ0/(4π) in SI units, indicates
the smallness of the nuclear hyperfine terms, relative to other
perturbations.
Consider a situation where the hyperfine interaction is caused

by one singly occupied molecular orbital (SOMO), with all R
orbitals, for the sake of simplicity, assumed to have the same
shape as their β counterparts, and nR� nβ = 1 in eqs 4a and 4b. In
this case, the density matrices in eqs 5a and 5b are both reduced
to one term from the SOMO. The assumption that the SOMO is
completely localized on one paramagnetic center (for example, a
heavy metal) located at the coordinate origin leads to a purely
dipolar “through space” hyperfine tensor. Approximating the
SOMO spin density as a delta distribution (a point spin density)
simplifies the nonrelativistic EV in eq 4a to

Adip
u, vðnrelÞ �

gNβN
c2

3
rN, urN, v
rN5

� �
� δuv
rN3

� �
ð13Þ

(in atomic units). This simplification is commonly applied in
calculations of pseudo-contact (PC) shifts.33

2.3. Calculation of OperatorMatrix Elements, Finite Nucleus
Model. The perturbation operators for hyperfine coupling and
g-factors, such as other magnetic perturbation operators in ZORA,
involve derivatives ofK . In numerical integrations, it is desirable to
avoid the calculation of these derivatives. By using the turnover rule
for the momentum operator and/or partial integration, the deriva-
tives can be switched over to the basis functions χμ and χν instead,
assuming that the basis functions vanish at the integration limits.
For the PSO operator (eq 9a) needed for hyperfine coupling,

the AO matrix elements are the same as those reported in ref 29,
which read as follows (after partial integration):

hðuÞrs ¼ � i
2

Z
d3r 3K ðUN � ½χ�r ð=χsÞ � ð=χ�r Þχs�Þu ð14Þ

To calculate the analogous matrix elements needed for g-tensors,
one simply replaces UN by r/2, as outlined in ref 11. In some of
the calculations, we have adopted a finite nucleus model in the
form of Gaussian nuclear charge distributions.34,35 In this case,

the nuclear charge density is given as

FGaussN ðRÞ ¼ ZN
ξN
π

� �3=2

exp � ξN jR � RN j2
� �

ð15Þ

where RN is the charge center of nucleusN and R is a position in
space where the nuclear charge density is evaluated. The
exponent ξN is readily calculated from the nuclear isotope
mass.34 We define~rN = (ξN)

1/2rN. With the finite nucleus model,
the matrix elements of the PSO operator can be straightforwardly
calculated from

hðuÞrs ¼ � i
2

Z
d3r 3K P

3
2
,~r2N

� �
ðUN � ½χ�r ð=χsÞ � ð=χ�r Þχs�Þu

ð16Þ
where P(a,x) is the lower incomplete gamma function ratio:

Pða, xÞ ¼ 1
ΓðaÞ

Z x

0
dt ta � 1 exp � tð Þ ð17Þ

For a point nucleus, the value of P(3/2,~rN
2) in eq 16 is equal to 1

and eq 14 is recovered. The adoption of a Gaussian nucleus
model in other hyperfine integrals leads to the same substitution
of K UN by K P(3/2,~rN

2)UN, which we therefore adopt in the
following. Furthermore, the potential energy terms used to
determine K in eq 7 and the electron�nucleus potential used
in ĥ(0) are calculated based on the Gaussian nucleus model. For
further details (presented in the context of calculations of nuclear
indirect spin�spin coupling), please see ref 31.
For the bilinear FCþSD operator in eq 9c, the derivatives

are only acting within the operator. Thus, a simple partial
integration shifts the derivative to the product of the basis
functions instead:

hðu, vÞrs ¼ � 1
2
δuv

Z
d3rK P

3
2
,~r2N

� �
UN 3=ðχ

�
r χsÞ

þ 1
2

Z
d3rK P

3
2
,~r2N

� �
UN, v=uðχ�r χsÞ ð18Þ

For the matrix elements of the spin�orbit operator derivative
ĥ(v), we have adopted the same technique that was used for our
recent development for g-tensor computations. The relevant AO
integrals are calculated numerically using

hðvÞμν ¼ i
2

Z
d3rðK � 1Þ½f=χ�μg � f=χνg� ð19Þ

As for the other operator matrix elements, with the Gaussian
nucleusmodel, the functionK used in the numerical integration
is not the same as when a point nucleus model is adopted.

3. COMPUTATIONAL DETAILS

All computations were carried out with a developers version
(pre-2010 release) of the Amsterdam Density Functional (ADF)
package.21 Geometry optimizations of the molecules in the test
set employed the BP86 functional36�38 and a triple-zeta polar-
ized STO all-electron basis set with two sets of polarization
functions for all atoms (TZ2P from the ADF basis set library),
and the scalar ZORA spin-unrestricted formalism. The small
molecule test set is a subset of that used in our recent benchmark
of ZORA g-tensor calculations.11 Point-group symmetry was not
explicitly applied in the computations. Calculations of the
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hyperfine tensors were based on the optimized geometries and
employed a setting of 7.0 for the numerical integration accuracy
parameter to ensure well-converged results and accurate pertur-
bation operator integrals.

The functionals used in the hyperfine-tensor calculations were
the Perdew�Burke�Ernzerhof (PBE) nonhybrid functional
and, for comparison, the PBE-based PBE0 hybrid functional,39,40

which affords 25% Hartree�Fock exchange. In the calculation
of hyperfine tensors, a basis set that includes high-exponent
functions must be used to accurately calculate the Fermi-
contact term.41 Therefore, a custom STO basis set (JCPL)
was used, based on previous work on nuclear spin�spin
coupling.42,43 This basis set includes functions with high ex-
ponents that are required to model the electronic structure
close to the nucleus. To determine the effect of the point-nuclei
approximation, calculations using a Gaussian finite-nucleus
correction were carried out with HgH, HgF, and NpF6, using
the implementation in ref 31, and as outlined above. The
comparison between the LR method outlined in Section 2 and
the EV approach made use of the ADF implementation by van
Lenthe et al.13 For comparison, computations with both codes
were performed with spin-unrestricted scalar ZORA orbitals,
as well as with spin-restricted orbitals populated using config-
urations with nR 6¼ nβ.

The structures of Ru(III) complexes chosen for comparison
with the work of Rastrelli and Bagno22 were optimized according
to the procedure outlined by Rastrelli and Bagno, which is almost
identical to that detailed above (BP86/TZ2P, no symmetry, spin-
unrestricted scalar ZORA).22 Hyperfine calculations were then
carried out as previously described, and also with the Becke88�
Perdew86 (BP) nonhybrid functional and with the popular
Becke three-parameter hybrid B3LYP.44 In order to save some
computational expense, the JCPL basis was used solely for the
hydrogen atoms for these three molecules; the regular ZORA-
optimized TZ2P basis from the ADF basis set library was
used for all other atoms. Since the valence basis functions in
JCPL are derived from TZ2P, the use of this locally dense basis
is not expected to lead to a basis set imbalance for the Ru(III)
complexes.

When calculating properties using basis sets as large as JCPL
used in the current study, near-linear dependencies may form in
the basis set. Overcompleteness of the AO basis can be remedied
by removing problematic linear combinations of the basis func-
tions. Such a case occurred with some of the molecules when
using the hybrid functionals (PBE0 and B3LYP), in which case a
check for linear dependency is automatically switched on in the
ADF program. Some molecular orbitals (MOs) were removed
accordingly from the self-consistent field procedure and from the
MO set used in the calculation of the magnetic properties in
order to reduce numerical noise.

4. RESULTS AND DISCUSSION

4.1. Hyperfine Coupling: General Performance of the LR
ZORA Approach, Basis Set Effects, and Finite Nucleus Cor-
rections.A summary of the results of the calculation for the suite
of test molecules using the various approaches is shown in
Table 1. Most results are given with four significant figures;
some small numbers are given to within 3 decimal places. Very
small values may be affected by the numerical precision of the
calculation. All hyperfine couplings are given in SI units of MHz.
These can be converted to units of Gauss (G), using the

following formula:3

AMHz ¼ 2:8025
giso
ge

 !
AGauss ð20Þ

where giso is the isotropic g-factor (LR data consistent with the
hyperfine couplings may be taken from ref 11), and ge is the free-
electron g-value. Electron paramagnetic resonance (EPR) experi-
ments cannot straightforwardly deduce the sign of the isotropic
hyperfine coupling; therefore, the sign of the experimental
hyperfine coupling has been listed in agreement with the sign
predicted by the computations.
There is excellent agreement between the method developed

in this study and the EV method of van Lenthe et al. for atoms in
the first to third rows. For the heavier elements (e.g., Hg), the
agreement is still very close, although it can be seen that,
percentage-wise, there are significant differences in the PSOSO
mechanism for these linear molecules. A breakdown of the
perturbational treatment of the SO operator for linear systems
echoes that for g-tensors; for a detailed discussion and further
references, we refer the reader to refs 11, 54, and 55 . The overall
good agreement between the LR and EV treatment of hyperfine
coupling is not surprising, since the hyperfine tensor has large
nonrelativistic and scalar relativistic contributions, which are
calculated to be the same with both methods.
In the spin-restricted calculations, we have calculated the

FCþSD and the PSOSO terms obtained from the first-order
EV approach separately. When comparing these results to those
from the spin-restricted LR calculations, it is apparent that for
light atomic systems where SO coupling is small, the two
mechanisms yield essentially identical results. Continuing with
the comparison of the spin-restricted results, starting with SiOH
and SiSH, one begins to observe small deviations in the dom-
inating FCþSD term between the two approaches, which is due
to SO coupling slightly affecting the shape of the ground-state
unperturbed MOs in the EV computations. The PSOSO me-
chanism also begins to exhibit some differences; we remind the
reader that, in the EV approach, this contribution is calculated
from an expectation value, just like the FCþSD mechanism,
whereas in the LR approach the PSOSO contribution is calcu-
lated from the linear response of the orbitals to either the PSO or
the SO operator (see section 2).
Larger deviations between calculations and experiment are

found for the hyperfine coupling constant of the neptunium
nucleus of NpF6, with the first-order spin-polarized EV treatment
underestimating the isotropic coupling and the LR spin-polar-
ized treatment overestimating the isotropic coupling. The spin-
restricted calculations are clearly not suitable at all for this
coupling constant. Sizable deviations also occur for the fluorine
nuclei in HgF, TiF3, and NpF6, with both the LR and EV
methods underestimating the magnitude of the experimental
isotropic hyperfine value. This underestimation is often corre-
lated with the number of lone pairs on the atom of interest and
the deficiency of commonly used (LDA and GGA, but also
hybrid) functionals in accurately modeling the spin densities with
nuclei-containing multiple lone electron pairs.10,56,57

The effect of SO coupling is explicitly (separately) obtained in
the set of LR data. While this effect generally small for first- and
second-row elements, the need for SO treatment increases with
increasing atomic number. Where the SO term is large (in HgH
and NpF6), its inclusion substantially improves the results,
compared to a method neglecting this effect. Indeed, for the
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heaviest atom in our test set, neptunium, the isotropic coupling is
predominantly caused by the PSOSO mechanism (∼85% in the
LR calculations). The results for NpF6 somewhat resemble those
that we obtained recently for the Δg-tensor of this complex,11 in
the sense that SO coupling treated at the LR perturbational level
appears to be suitable for predicting the huge magnitude and the
sign of its EPR parameters.
For most test compounds, calculations using the hybrid

functional PBE0 yield results that are close to those obtained
using the nonhybrid PBE functional. Again, larger deviations are
confined to fluorine nuclei in the heavier compounds. For F in
NpF6, the hybrid DFT result agrees best with the experiment.
For Np in NpF6, the two functionals agree, in terms of the total
isotropic coupling, but there are some differences regarding
relative contributions of the FCþSD and PSOSO mechanisms.
The calculations with PBE predict the FCþSD term to be∼10%
of the total coupling, whereas in the calculation with the PBE0
functional, this mechanism becomes insignificant for Np.
The coupling constant calculated with the spin-restricted

methods have a much wider variability than those calculated
with other methods. While this approach seems fair for the
medium atomic weight molecules in our test suite, it yields a
vanishing hyperfine coupling for the simplest singlet radical that
was tested with this method (CH3). The planar geometry of
CH3, combined with the nature of the SOMO, is a typical case
where spin polarization is essential to obtain the correct result. If
the spin-restricted SOMO is a pure C 2p orbital perpendicular to
the CH3 plane, there cannot be any spin density at the carbon
nucleus or at the hydrogen nuclei. As a result, the all-important
contact term vanishes. The situation resembles that for the
phenyl radical as discussed by Rieger.3

It is important to note that, when using spin-restricted orbitals,
the sign of the isotropic coupling is fixed. That is, starting from a
restricted set of orbitals and assigning the SOMO as one of the
R orbitals always results in the FR�β(0) term in eq 2 being
positive. Some of the hyperfine couplings listed in Table 1
contain negative FCþSD contributions because of the negative
magnetic moments for oxygen, silicon, and titanium nuclei. The
spin-polarized calculations for CH3 show that spin�polarization
effects can be large enough to change the sign of the contact
density at a nucleus away from the atom upon which an R spin
SOMO is centered.
The calculations discussed up to this point used point charges

for the nuclei. This approximation is not always suitable,
especially when hyperfine properties for very heavy nuclei are
considered. Indeed, Malkin et al. have reported sizable finite
nucleus size effects calculated for hyperfine coupling constants of
a set of Group 12 compounds including Hg, and for Group 11
atoms.20 Spin-free relativistic DFT calculations using the Douglas�
Kroll�Hess Hamiltonian and a Gaussian nuclear charge distri-
bution yielded finite-nucleus effects that reduced the magnitude
of Hg hyperfine coupling constants by as much as 20% relative
to calculations using a point nucleus, with finite nucleus effects
improving the agreement with experiment. Computations with a
four-component relativistic method also showed reductions in
calculated hyperfine coupling constants, in particular for mer-
cury-containing compounds, although for other molecules the
reduction was not as severe.58

Similar effects have also been investigated in ZORA computa-
tions of NMR spin�spin coupling (J-coupling), which involves
perturbation operators that have the same rN dependence as
those that dominate the hyperfine coupling.31 Finite nucleus
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effects reduced the magnitude of one-bond Hg-ligand coupling
constants typically by up to ∼10%. The correction terms arising
from the finite nuclear volume have different origins: one is the
modification of the electronic structure due to the weakened
electrostatic electron�nucleus potential in the vicinity of the
nuclear radius; the other one arises from the finite range of the
nuclear current density in the perturbation operators, which is
responsible for the nuclear magnetic moment. The level of
treatment by a spherical Gaussian distributionmay be considered
relatively crude, yet the bulk of effects on isotropic hyperfine
couplings (and NMR spin�spin coupling) is obtained with this
straightforward-to-implement model and should be sufficient for
computations of EPR parameters using DFT.
In order to investigate the magnitude of finite nucleus effects in

the present LR ZORA hyperfine coupling calculations, we make a
comparison between point nucleus and Gaussian nucleus calcula-
tions for HgH, HgF, and NpF6. The results of these calculations
are shown in Table 2. The finite nucleus correction decreases the
magnitude of the isotropic hyperfine value for all molecules, but
strongly so only for the heavy nuclei. In the PBE computations, as
well as the PBE0 computations, the effect for Hg is an 8%�9%
reduction of the isotropic coupling. The reduction is less pro-
nounced than that which has been reported previously, but this is
largely a consequence of the JCPL basis set not being able to reach
a converged point-nucleus hyperfine coupling constant with
respect to the augmentation of the basis with high exponent
functions. This point has already been made in ref 31; therefore,
we forego additional computations with basis sets that are more
compatible with point nucleus computations. In previous work by
Malkin et al. using Gaussian basis sets and the second-order

Douglas�Kroll�Hess relativistic two-component Hamiltonian,
the point nucleus Hg hyperfine couplings were larger than those
in the experiment; therefore, finite nucleus effects improved the
agreement with the experiment.20 In our calculations, the trends
for the finite nucleus corrections are the same, reducing the Hg
hyperfine couplings. Because of the overall slightly lower magni-
tudes, the agreement with experiment deteriorates slightly when
changing from point nuclei to finite nuclei. Ultimately, however,
the performance of the computations should be assessed using
the most realistic computational model which, for hyperfine
coupling, should afford finite nuclei. Table 2 demonstrates that
the finite nucleus model primarily affects the FCþSD mecha-
nism, which is to be expected, given the “contact” nature of the
FC operator. As a consequence, the hyperfine coupling for neptu-
nium in NpF6 is hardly affected by finite nucleus corrections
because the hyperfine coupling is dominated by the PSOSO
mechanism. In the PBE computations, where the FCþSD
mechanism is not negligible for Np, a strong reduction (by
∼34%) of this mechanism due to finite nucleus effects is found.
The JCPL basis used for Hg set represents an economic choice in
terms of balancing accuracy and required computational re-
sources. However, additional high-exponent functions may be
needed to fully converge the finite nucleus results for Hg,31 with
respect to augmentation by high-exponent basis functions onHg.
Additional computations were performed for HgF with basis

sets of different flexibility. The results of varying basis set size
with HgF are collected in Table 3. The series of basis sets is not
designed to guarantee monotonous convergence but, instead, is
used here to illustrate the variability of the results when using
small, computationally efficient, basis sets (DZ, DZP), compared

Table 2. Effect of the Finite-Nucleus Approximation on Calculated Hyperfine Coupling (Isotropic Couplings Given in MHz)a

FCþSD PSOSO Total

point finite point finite point finite experimental

Nonhybrid (PBE)

HgH

Hg 7259 6677 �189.7 �190.5 7070 6487 7002b

H 758.8 758.9 �1.800 �1.793 757.0 757.1 710b

HgF

Hg 18480 17180 �22.76 �21.32 18460 17160 22163c

F 248.9 250.6 �144.8 �146.8 104.2 103.8 670c

NpF6
e

Np �293.1 �216.8 �2337 �2338 �2630 �2555 �1994d

F �36.81 �47.20 �10.33 �10.35 �47.13 �47.20 �72.67d

Hybrid (PBE0)

HgH

Hg 7708 7084 �192.3 �192.9 7516 6891 7002b

H 742.0 741.7 �1.624 �1.617 740.4 740.0 710b

HgF

Hg 19870 18440 �35.94 �35.01 19830 18410 22163c

F 299.3 300.2 �102.9 �103.8 196.5 196.4 670c

NpF6
e

Np �19.20 13.40 �2541 �2543 �2560 �2530 �1994d

F �50.71 �50.78 �29.54 �29.61 �80.25 �80.39 �72.67d

aA Gaussian nuclear charge distribution was used as described in ref 59 and section 2; otherwise, the computational protocol remained the same as
previously described. bData taken from ref 50. cData taken from ref 51. dData taken from ref 46. e Six basis function combinations removed due to linear
dependency.
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to basis sets that one may consider as being of good to very good
quality (QZ4P and, to some extent, TZ2P). Regarding the
convergence for high exponent augmentation, please see ref
31. Both JCPL and QZ4P have several high-exponent functions
for Hg but only JCPL has exponents that significantly exceed
the nuclear charge for F. Therefore, the effect from the high-
exponent augmentation is more strongly seen in the FCþSD
contributions of the F hyperfine coupling. For Hg, the JCPL and
QZ4P results are more similar, relative to the magnitude of the
FCþSD term. Across the table, there is a readily apparent trend
for the FCþSD mechanism: increasing the number of basis
functions increases the FCþSD contribution, better matching
experiment. The sensitivity of the FC mechanism and its
relativistic generalizations in nuclear spin�spin coupling is
well-documented7,60,61 and also is seen here to affect the
hyperfine coupling significantly. Table 3 affords additional results
with aHg basis of higher augmentation (TZ2P3), affording Slater
exponents of up to 4 � 104 but otherwise comparable to JCPL,
which was previously used for a J-coupling benchmark.31 Com-
pared to the JCPL basis, which is limited to exponents up to 1�
104, there is a slight increase in the Hg hyperfine couplings, but
not sufficient to obtain quantitative agreement with the experi-
ment. We observe an effect on the F hyperfine couplings when
comparing JCPL and TZ2P3, showing that an improved descrip-
tion of the Hg valence orbitals core tails is coupled to changes in
the outer region of these orbitals as well. The coupling for
fluorine in HgF, although showing some improvement with the
larger basis sets, remains conspicuously underestimated, com-
pared to experiment. According to Table 1, with the PBE
functional, the comparison of the LR approach with the EV
approach reveals some shortcomings of the LR approach for the
linear HgF molecule, but not to an extent that would indicate a
severe breakdown of the LR calculations. There is a strong
cancellation between the FCþSD and the PSOSO mechanisms
for fluorine. Such a balance of opposing terms tends to expose

deficiencies in the computational model. We tentatively attribute
the discrepancy between the calculated and the experimental
fluorine hyperfine coupling for HgF to approximations in the
density functionals preventing an accurate description of the spin
density distribution and its linear response in this system.
4.2. Paramagnetic NMR Effects in Some Ru(III) Complexes.

Knowledge of the hyperfine tensor can be used in the prediction
and analysis of paramagnetic NMR shifts.4,8,62,63 The contact
shift due to the hyperfine interaction is, to a first approximation,
given by64,65

δFC ¼ gisoβe
gNβN

SðSþ 1Þ
3kT

Aiso ð21Þ

where giso is the isotropic average of the g-tensor. Because of this
dependence on the g-tensor, prediction of pNMR shifts is not
straightforward, as the dependence of the pNMR shift on excess
R or β electron spin density at a nucleus is to be combined with
the sign and magnitude of giso. For a given calculated sign of Aiso,
it is possible for the contribution to pNMR shift to be of the
opposite sign if the value of giso is negative. This situation is not
typically encountered for organic radicals, but it may well be the
case for complexes that contain heavy elements.
In a previous study, Rastrelli and Bagno investigated the effect

of relativistic effects in calculations of ligand pNMR shifts of
several Ru(III) compounds of potential pharmaceutical interest,
with particular emphasis placed on the contribution of contact
shifts to the overall pNMR shifts.22 As a first application of our
new LR ZORA method for computations of hyperfine tensors,
calculations were carried out for three complexes selected from
the test set of Rastrelli and Bagno: NAMI, Ru(acac)3, and
Ru(tfac)3, whose structures are shown in Figure 1. Because the
isotropic g-factor plays a role (as seen in eq 21), g-tensors were
calculated using a compatible ZORA method (i.e., first-order EV
g-tensors were combined with EV hyperfine tensor calculations,

Table 3. Effect of Basis Set Flexibility on the Calculated Calculated Isotropic Hyperfine Coupling Constants of HgF (Isotropic
Couplings Given in MHz)a

DZ TZP TZ2P QZ4P JCPL TZ2P3b experimentc

Non-Hybrid (PBE)

Hg

FCþSD 14930 15390 15410 1704 17180 17510

PSOSO �15.01 �15.53 �13.57 �21.16 �21.32 �18.7

total 14920 15370 15400 17020 17160 17490 22163

F

FCþSD �14.94 54.22 62.52 230.9 250.6 256.0

PSOSO �150.0 �146.8 �141.7 �146.1 �146.8 �143.7

total �165.0 �92.58 �79.21 84.87 103.8 112.3 670

Hybrid (PBE0)

Hg

FCþSD 16070 16550 16620 18300 18440 18760

PSOSO �27.77 �30.30 �28.04 �34.77 �35.01 �31.80

total 16040 16520 16600 18260 18410 18730 22163

F

FCþSD �0.650 101.4 108.8 273.5 300.2 307.5

PSOSO �104.4 �103.1 �100.3 �104.6 �103.8 �102.5

total �105.1 �1.686 8.467 168.9 196.4 205.0 670
aComputations with a Gaussian nuclear model. bTZ2P3 on Hg (see ref 31 and text for details); JCPL for F. c Experimental data taken from ref 51.
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and LR g-tensors were combined with LR hyperfine tensor
calculations).

In Table 4, calculated isotropic hyperfine couplings and
isotropic g-factors are collected and compared with data pre-
viously reported by Rastrelli and Bagno. All calculations that
employ a relativistic Hamiltonian are seen to yield quite
comparable results, with very little deviation among the g-
tensors and only slight variations in the isotropic hyperfine
couplings. The differences in the hyperfine couplings are likely a
consequence of the use of the JCPL basis for the protons, as
opposed to the universal use of the TZ2P basis by Rastrelli and
Bagno. Comparison between the nonhybrid functionals BP86
and PBE shows almost negligible differences with regard to
both EV and LR approaches. At the relativistic level, switching
to a hybrid functional shows a tendency to increase both the
hyperfine coupling magnitudes (with some notable exceptions)
as well as the isotropic g-factors. The effects from switching to
the hybrid are noticeable but not dramatic for the three Ru(III)
complexes.
Table 5 lists the pNMR contact shifts predicted from eq 21,

based on the calculated isotropic hyperfine and g-tensor data of
Table 4. There is generally good agreement in both magnitude
and sign among all relativistic methods, with the main exception
being the H2 proton of NAMI. Overall, the comparison with
the experiment was not quantitative in ref 22, but the overall
trends for the set of complexes were reproduced. Because of the
smaller benchmark set used here to test the new implementa-
tion, we forego a discussion of the chemical shifts and refer the
reader to ref 22. In agreement with Rastrelli and Bagno, the
calculated contact shifts do not seem to be negative enough for the
H2�H4 andNH protons of NAMI to bring the sign of the overall
calculated and experimental chemical shifts for these protons to
agreement. The calculated contact shifts for Ru(acac)3 and Ru-
(tfac)3 are large enough such that the sign of the overall calculated
chemical shifts match the experiment, but the magnitude of the
contact shifts are too large for the methyl protons.
Knowledge of the hyperfine tensor, along with the g-tensor,

can also be used in the prediction of pNMRpseudo-contact (PC)
Figure 1. Structures selected from the Rastrelli and Bagno ruthenium
complex benchmark set. See ref 22.

Table 4. Isotropic Hyperfine Couplings and g-Factors Calculated for the Present Work and Comparison with Data from Rastrelli
and Bagno22 a

Rastrelli and Bagno22 EVd LRe

Non-Rel.b Rel.c (PBE) (BP86) (PBE) (BP86) (B3LYP)

NAMI

giso 1.858 2.194 2.193 2.193 2.203 2.203 2.233

CH3 �0.20 �0.32 �0.316 �0.307 �0.327 �0.323 �0.336

H2 0.08 0.094 0.123 0.128 �0.034 �0.019 �0.049

H3 �0.03 �0.11 �0.067 �0.067 �0.188 �0.234 �0.186

H4 �0.10 �0.15 �0.142 �0.145 �0.142 �0.143 �0.163

NH1 �0.06 �0.072 �0.063 �0.062 �0.070 �0.074 �0.102

Ru(acac)3
giso 2.683 2.138 2.103 2.102 2.123 2.122 2.237

CH3 �0.54 �0.59 �0.676 �0.709 �0.669 �0.711 �0.726

H-β �0.68 �0.87 �1.382 �1.557 �1.436 �1.595 �1.286

Ru(tfac)3
giso 2.587 2.084 2.082 2.082 2.103 2.102 2.209

CH3 �0.81 �0.89 �0.693 �0.792 �0.702 �0.744 �0.828

H-β �1.50 �1.87 �1.617 �1.846 �1.730 �1.899 �1.586
a Isotropic g-factors were calculated using a method equivalent to that used in the calculation of the hyperfine tensor. bHyperfine couplings in MHz.
Gaussian09/B3LYP with cc-pVTZ on H,C,N,O,S,F,Cl and DZVP on Ru. cADF/EV/BP86/TZ2P. dEV = expectation value approach (“first-order”). eLR =
linear response approach (“second-order”).
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shifts. An approach for calculating the isotropic PC contribu-
tion was previously derived by McConnell and Robertson,67

expanded upon by Kurland and McGarvey,65 and discussed in
detail by Bertini et al.33 This approach approximates the para-
magnetic center as a point similar to eq 13. The overall PC shift
resulting from the point approximation may take many forms,
including33

δpcs ¼ 1
12πr5

Trf3r X ðr 3 χÞ � r2χg ð22aÞ

δpcs ¼ 1
4πr3

ðχzz � χÞ2z
2 � x2 � y2

2r2
þ ðχxx � χyyÞ

x2 � y2

2r2

"

þ χxy
2xy
r2

þ χxz
2xz
r2

þ χyz
2yz
r2

#
ð22bÞ

δpcs ¼ 1
4πr3

ðχzz � χÞ3 cos
2 θ� 1
2

þ ðχxx � χyyÞ
sin2 θ cos 2φ

2

"

þ χxy sin
2 θ sin 2φþ χxz sin 2θ cos φþ χyzsin 2θ sin φ

#

ð22cÞ
where r is the vector from the paramagnetic center to the NMR
nucleus of interest, r is the distance |r|, and θ and φ are polar
angles with respect to the principal axes. The principal compo-
nents of the magnetic susceptibility tensor χ can be obtained
using the principal elements of the g-tensor:33

χii ¼ μ0βe
2gii

2SðSþ 1Þ
3kT

ð23Þ

An alternate approach to calculating PC shifts that arises from a
rigorous derivation of paramagnetic NMR shielding tensors pre-
viously carried out by Moon and Patchkovskii,8 and shown by
Hrob�arik et al. to be applicable tometal complexes,62 does notmake
particular assumptions about the spatial distribution of the spin

density from which the dipolar hyperfine tensor is calculated. The
PC shift can be calculated in such a way by

δpcs ¼ βe
βNgN

SðSþ 1Þ
9kT

Tr½gAT
dip� ð24Þ

with all constants given in SI units, and the traceless dipolar hyperfine
tensor Adip = A� Aiso1 with Aiso being the isotropic value of the
hyperfine tensor, and1 being a 3� 3 identitymatrix. The superscript
T denotes a transpose. Because of the symmetry of the g-tensor,
eq 24 can bewritten in several equivalent forms, differing in the order
of gAdip matrix multiplication and whether or not the transpose of
Adip is used. Hrob�arik et al. obtained an equivalent expression for the
PC shift.62 We adopt the coordinate frame used by Moon and
Patchkovskii,8 where the g-tensor is diagonal and the A-tensor is
transformed to the principal axis system (PAS) of the g-tensor. The
Adip tensor (given in SI units of Joules) can be approximated in the
same way as in the derivation leading up to eq 13, or alternatively,
from the Hamiltonian expression for interacting magnetic dipoles:

Ĥ¼ � μ0
4π

"
3ðμN 3 rÞðμe 3 rÞ

r5
� μN 3μe

r3

#
ð25Þ

¼ μ0
4π

geβegNβN

"
3ðI 3 rÞðI 3 rÞ

r5
� I 3 S

r3

#
ð26Þ

where μN is the nuclear magnetic moment operator (μN =
γNI = gNβNI) and μe is the magnetic moment for the electron.
In eq 26, the magnetic moment of a free electron (μe =�geβeS)
was used, and, under this approximation, the resulting equation
for the traceless dipolar hyperfine tensor is identical to eq 13
(given here in SI units):

Adip
u, v �

μ0
4π

geβegNβN 3
rN, urN, v
rN5

� δuv
rN3

� �
ð27Þ

In molecules that contain heavy elements, particularly transi-
tion metals, such an approximation is likely not valid and a better

Table 5. Comparison of pNMR Contact Shifts for the Ru(III) Complexes of Figure 1 Estimated from eq 21, Using the Data from
Table 4a

Rastrelli and Bagno22 EVd LRe

Non-Rel.b Rel.c PBE BP86 PBE BP86 B3LYP

NAMIf

CH3 �6.25 �9.41 �9.166 �8.905 �9.513 �9.412 �9.914

H2 2.45 2.73 3.580 3.726 �0.991 �0.554 �1.447

H3 �0.98 �3.21 �1.954 �1.955 �5.478 �6.818 �5.494

H4 �3.29 �4.29 �4.107 �4.219 �4.138 �4.167 �4.814

NH1 �1.99 �2.11 �1.820 �1.793 �2.040 �2.156 �3.013

Ru(acac)3
g

CH3 �19.3 �16.8 �18.36 �19.27 �18.35 �19.50 �21.00

H-β �24.2 �24.6 �37.56 �42.32 �39.39 �43.75 �37.19

Ru(tfac)3
h

CH3 �25.4 �24.7 �18.85 �21.53 �19.26 �20.43 �23.86

H-β �46.7 �51.5 �43.96 �50.17 �47.50 �52.12 �45.72
a Physical constants used in eq 21 are those reported in ref 66. bGaussian09/B3LYP with cc-pVTZ on H,C,N,O,S,F,Cl and DZVP on Ru. cADF/EV/
BP86/TZ2P. d EV = expectation value approach (“first-order”). e LR = linear response approach (“second-order”). fData obtained at 25 �C. gData
obtained at 32 �C. hData obtained at 29 �C. See ref 22.
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expression for the electron spin magnetic moment is μe =
� βegS, where g is the full g-tensor.1 By substituting this into
eq 25, one can obtain an expression for the dipolar hyperfine
tensor:

Adip � μ0βegNβN
4π

� �
T 3 g ð28Þ

where T = r�5[3rr � r21] is the geometric factor seen in eqs 13
and 27; this is consistent with McConnell and Robertson’s
derivation.67 Substituting eq 28 into eq 24 results in the
equations given by Bertini et al. (eqs 22a�22c),33 assuming
diagonal g and magnetic susceptibility tensors.
To compare the two approaches, the isotropic PC shifts were

calculated for the Ru(III) complexes of the Rastrelli and Bagno
study discussed above. The results are collected in Table 6. The
calculated g-tensor was diagonalized and both the approximate
hyperfine tensor calculated using eq 24 and the tensor from the
ZORA DFT calculations were transformed to the PAS of g
accordingly. The conversion factor used for the calculated ZORA
hyperfine tensor uses ge. Therefore, in order to directly compare
the two approaches, the hyperfine tensor from ADF was first
divided by the value of ge, and then multiplied by the calculated
g-tensor in order to arrive at eq 28.
The agreement between the two methods reveals some

significant differences. However, there is universal agreement
in sign. (See the Supporting Information for more detailed data.)
The discrepancies between the two methods must be attributed
to the point-dipole approximation underlying eq 22a, which is
not used in the PC shifts calculated from eq 24. Visualization of
the SOMOs for the Ru(III) complexes (see the Supporting
Information) demonstrates that these orbitals have a significant
spatial extension; thus, an approximation that neglects the spatial
distribution of the spin density can be expected to break down to
some extent. The PC shifts calculated from the full ZORA DFT
hyperfine tensors (eq 24) are in most cases smaller in magnitude
than those calculated with the point-dipole approximation.
Qualitatively, the situation is similar to where one considers the
difference of the electrostatic energy between two point charges
and the interaction between a point charge and a continuous

spherical charge distribution, with the latter being smaller in
magnitude. The most noticeable discrepancies are found with
the H-β protons on Ru(acac)3 and Ru(tfac)3. Two of these
protons on each complex are bonded to carbon atoms that contain
significant electron density from the SOMO. Considering the
spatial distribution of the spin density in the hyperfine tensor
computations results in a sizable increase of calculated PC shift
magnitudes for Ru(acac)3, and a slightly smaller (but still sig-
nificant) increase with the corresponding protons in Ru(tfac)3.
The other H-β protons, which lie along the principal axis of their
respective complexes, do not afford SOMO density on the
adjacent carbons; therefore, the effect is not as large.
Therefore, the trend is that the spatial extension of the SOMO,

compared to a point spin density, will yield a smaller PC shift,
potentially excluding cases where the SOMO is significantly
delocalized to regions near the nucleus for which the PC shift is
being calculated.
Isosurface plots of the SOMOs and tables with individual

proton contact and PC shifts are available in the Supporting
Information.

5. SUMMARY AND OUTLOOK

A density functional theory (DFT)-based method for calculating
the electron paramagnetic resonance hyperfine coupling tensors,
using second-order perturbation theory and the relativistic zeroth-
order regular approximation (ZORA) Hamiltonian, has been
developed and tested for radicals with few atoms and for three
Ru(III) complexes. The implementation (1) makes use of Slater-
type orbital (STO) basis sets, (2) is capable of both nonhybrid
and hybrid DFT computations, and (3) supports a Gaussian
finite nucleus model. The new procedure performs well,
compared to hyperfine couplings calculated using an expecta-
tion value (first-order) approach developed previously by van
Lenthe et al.13 Using a hybrid functional shows a tendency to
increase the magnitude of the calculated hyperfine couplings.
The use of a finite nucleus model may significantly improve the
agreement with the experiment for very heavy atoms. The role of
basis set was also investigated, with the requirement for high-
exponent basis functions to describe the core electronic structure
along with flexibility in the valence region being illustrated in
computations on HgF. Preliminary test calculations of contact
and pseudo-contact paramagnetic NMR chemical shifts based on
calculated hyperfine and g-tensors for a set of Ru(III) complexes
demonstrate that the method is computationally efficient.

’ASSOCIATED CONTENT

bS Supporting Information. Supporting Information is
available containing information about individual proton shifts
and SOMO distribution for the Ru(III) complexes. This infor-
mation is available free of charge via the Internet at http://
pubs.acs.org.
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ABSTRACT:We report a theoretical study of the photoisomerization step in the operating cycle of a prototypical fluorene-based
molecular rotary motor (1). The potential energy surfaces of the ground electronic state (S0) and the first singlet excited state (S1)
are explored by semiempirical quantum-chemical calculations using the orthogonalization-corrected OM2 Hamiltonian in
combination with a multireference configuration interaction (MRCI) treatment. The OM2/MRCI results for the S0 and S1
minima of the relevant 1-P and 1-M isomers and for the corresponding S0 transition state are in good agreement with higher-level
calculations, both with regard to geometries and energetics. The S1 surface is characterized at the OM2/MRCI level by locating two
S0�S1 minimum-energy conical intersections and nearby points on the intersection seam and by computing energy profiles for
pathways toward theseMECIs. Semiclassical Tully-type trajectory surface hopping (TSH) simulations with on-the-fly OM2/MRCI
calculations are carried out to study the excited-state dynamics after photoexcitation to the S1 state. Fast relaxation to the ground
state is observed through the conical intersection regions, predominantly through the lowest-energy one with a strongly twisted
central CdC double bond and pyramidalized central carbon atom. The excited-state lifetimes for the direct and inverse
photoisomerization reactions (1.40 and 1.79 ps) and the photostationary state ratio (2.7:1) from the TSH-OM2 simulations are
in good agreement with the available experimental data (ca. 1.7 ps and 3:1). Excited-state lifetimes, photostationary state ratio, and
dynamical details of the TSH-OM2 simulations also agree with classical molecular dynamics simulations using a reparametrized
optimized potentials for liquid simulations (OPLS) all-atom force field with ad-hoc surface hops at predefined conical intersection
points. The latter approach allows for a more extensive statistical sampling.

’ INTRODUCTION

A design of molecular machines, such as rotary molecular
motors and photoswitches, represents a real challenge for future
technology.1�10 A wide variety of molecular machines ranging
from single molecule switches and motors5�7,10�22 to photo-
mobile polymer materials23�25 has been synthesized. The de-
sired functionality, in these machines, is achieved through light-
driven changes in molecular structure. This principle is used in
light-driven molecular rotary motors derived from chiral over-
crowded alkenes5�7,12�22 in which periodic repetition of photo-
isomerization and thermal relaxation steps leads to a unidi-
rectional rotation of one part of the molecule with respect to
another (see e.g., Scheme 1). In these motors, clear design
principles were formulated for the thermal helix inversion step,
and a considerable increase in the rotation speed (ca. 108 times)
has been achieved by lowering its barrier.13,14,16,17 The photo-
isomerization step however still remained poorly understood and
less amenable to judicious chemical modification. To be able to
improve the design of light-driven molecular rotary motors, one
needs to better understand the underlying mechanism and the
effect of various factors, such as substituents, heteroatoms, and
environment, on the dynamics of photorearrangement. Such

knowledge can be used not only to improve the design of
synthetic molecular motors but also to gain deeper insight into
the mode of action of biological molecular machines.26

These goals motivated a recent molecular dynamics (MD)
study27 of the rotation cycle of a particular molecular motor,
9-(2,4,7-trimethyl-2,3-dihydro-1H-inden-1-ylidene)-9H-fluorene
(1), see Scheme 1. In this study, the potential energy surfaces
(PESs) of the lowest singlet excited state (S1) and of the
electronic ground state (S0) were represented by a classical force
field [optimized potentials for liquid simulations (OPLS) all-
atom], with a special parametrization for the excited state.27 The
MD-OPLS simulations started in the S1 state and returned to the
S0 state via conical intersections

28�30 that play a crucial role in
the photoisomerization of 1. In a general sense, themechanism of
photoisomerization in 1 is basically the same as in the proto-
typical ethylene molecule. To reach the conical intersection, 1
needs to undergo a substantial geometric distortion that involves
a twist about the central double bond and a strong pyramidaliza-
tion of the central carbon atom of the fluorene moiety. Although

Received: March 23, 2011
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the results of ref 27 for the excited-state lifetimes, the photosta-
tionary state ratio, and the thermochemical parameters of the
helix inversion step were in good agreement with experiments,16

the underlying theoretical approach is based on a number of
assumptions that could not be thoroughly tested. In particular, it
was assumed that the population transfer occurs whenever the
molecular conformation reaches a predefined geometry that
corresponds to a minimum-energy conical inter-
section.27 This assumption may artificially exaggerate the role
of minimum-energy conical intersections and thus needs to be
justified carefully.

A more balanced description of excited-state decay processes
can be achieved with the use of semiclassical trajectory surface
hopping (TSH) simulations in which the parameters governing
population transfer are determined on-the-fly from quantum
mechanical (QM) calculations. It is the primary purpose of the
present work to carry out such TSH-QM simulations of the
photoisomerization cycle of the molecular motor 1 and to obtain
detailed insight into its mechanism. The results of this work
should not only corroborate those of the previous study27 but
also provide an unbiased assessment of the role of conical inter-
sections and avoided crossing regions for the photodynamics of
1. The sheer size of 1 precludes the use of accurate QMmethods
in on-the-flyTSH-QM simulations. Therefore we have chosen an
efficient semiempirical QM approach for this purpose, the OM2/
graphical unitary group approach multireference configuration
interaction (GUGA-MRCI)method,31�33 which offers a realistic
description of the ground and excited states of large mole-
cules34,35 and has recently been applied successfully in excited-
state dynamics studies.36�38 In the present TSH-OM2 simula-
tions, we compute the ground- and excited-state PESs of 1 and
the required nonadiabatic coupling parameters byOM2/GUGA-
MRCI on-the-fly during the dynamics runs. For comparison, we
report classical MD-OPLS simulations of the type of ref 27 using
the conical intersection seam structures optimized with the
OM2/GUGA-MRCI method. We analyze the results of the
two types of simulations in the context of the experimentally
observed excited-state lifetimes39 and photostationary state
ratios16 and discuss the implications of these results for the
photochemistry of sterically overcrowded alkenes.

’METHOD OF CALCULATION

To investigate the potential energy surfaces and the dynamics
of 1, semiempirical QM calculations were performed using the
development version of the MNDO program.40 The orthogo-
nalization-corrected OM2 semiempirical Hamiltonian31,32 and
the GUGA-MRCI approach33 were employed to calculate the
required energies, gradients, and nonadiabatic couplings. GUGA-
MRCI denotes the graphical unitary group approach to multi-
reference configuration interaction. Three reference configurations

[closed-shell and single and double highest occupied�lowest
unoccupied molecular orbital (HOMO�LUMO) excitations]
were used to build the MRCI expansion. The self-consistent field
(SCF) calculations were done in the restricted open-shell
Hartree�Fock (ROHF) formalism, which provides a better
description of the electronic wave function of singlet excited
states than the usual restricted closed-shell Hartree�Fock
approach.

The geometries of the ground- and excited-state minima were
optimized for all the relevant isomers using the OM2/GUGA-
MRCI method. The ground-state transition state (TS) for the
first step in Scheme 1 was also optimized at the OM2/GUGA-
MRCI level. The geometries of the minimum-energy S0�S1
conical intersections (MECIs) were located by using the
Lagrange�Newtonmethod with analytically calculated gradients
and nonadiabatic coupling vectors.41,42 The conical intersection
seam in the vicinity of the located MECIs was studied by
performing relaxed scans along dihedral angles corresponding
to twisting about the C9�C10 double bond and pyramidalization
of the C9 atom (see Scheme 2).

The photoinduced nonadiabatic dynamics was investigated
with Tully’s surface hopping method (see refs 43�46 for further
details). All relevant energies, gradients, and nonadiabatic cou-
pling vectors were calculated on-the-fly using OM2/GUGA-
MRCI. Nonadiabatic transitions at conical intersections were
treated by the fewest switches algorithm,43,44,47 with velocity
adjustment along the nonadiabatic coupling vector after a success-
ful hop.47 The empirical decoherence correction proposed by
Truhlar et al.48 and Granucci et al.49 was applied to improve the
internal consistency of the fewest switches scheme, using the
suggested value of 0.1 hartree for the empirical constant in this
correction. Initial structures and velocities were obtained by
Wigner sampling.50 The nuclear trajectories were propagated for
2 ps with a time step of 0.1 fs. A step size of 0.001 fs was used
for the propagation of the electronic motion.47

The active space in the OM2/GUGA-MRCI calculations
comprised 12 electrons in 11 orbitals (π and π*), which was
found suitable for stable dynamics simulations and for geometry
optimizations along the isomerization path including the conical
intersection points. To always retain the π orbitals in the active
space, we employed a recently developed method for identifying
and tracking the π character of orbitals.51 To be included in the
active space, a molecular orbital (MO) was required to have a
π-type population exceeding 0.4 for optimizations and 0.35 for
nonadiabatic dynamics (see ref 51 for further details of this
approach). The chosen (12,11) active space contained the two

Scheme 1. Isomerization Cycle of Molecular Motor 1 Scheme 2. Definition of Key Geometric Parameters of 1
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singly occupied MOs from the ROHF treatment, the 5 highest
doubly occupied π MOs, and the 4 lowest unoccupied π
MOs, which was considered sufficient for capturing the major
correlation effects in the OM2/GUGA-MRCI framework. For
this choice, the energy gaps between the active and inactive
π MOs were generally rather large, consistent with the fact that
the (12,11) active space turned out to be quite robust during
dynamics and optimizations.

To verify the molecular geometries obtained at the OM2/
GUGA-MRCI level, complete active space SCF (CASSCF)
calculations were undertaken for a number of the structures,
using an active space with 8 electrons in 8 orbitals and the
6-31G** basis set.52 The CASSCF calculations were performed
with the MOLPRO2008.1 package.53

The classical force fieldMD simulations were carried out using
the Gromacs (v4.0.5) program package.54 The ground- and
excited-state potential energy surfaces were described by the
OPLS all-atom force field,55 as reparametrized in ref 27. Further
details on the setup and the results of the classical MD simula-
tions can be found in the Supporting Information. To distinguish
in the following between the two types of excited-state dynamics
described above, we shall use the label TSH-OM2 for the
semiclassical trajectory surface hopping method with on-the-fly
OM2/GUGA-MRCI calculations and the label MD-OPLS
for the classical MD simulations with the reparametrized OPLS
all-atom force field.

’RESULTS AND DISCUSSION

OM2/GUGA-MRCI Calculations. The operation cycle of the
motor 1 consists of four steps (strokes) of which one photo-
isomerization step (power stroke) and one thermal helix inver-
sion step are shown in Scheme 1. The geometries of the stable
1-P and the metastable 1-M conformations of 1 in the ground
(S0) electronic state were optimized using the OM2/GUGA-
MRCI semiempirical method. The atomic numbering scheme
and the definition of the key geometric parameters of 1 are given
in Scheme 2, and the results of the calculations are collected in
Tables 1 and 2. Due to the increased steric repulsion, the
metastable conformation 1-M is destabilized by 2.1 kcal/mol
as compared to 1-P, and the central C10�C9 bond is elongated by
0.005 Å. These values are in a good agreement with the results of
RE-B3LYP/6-31G* calculations (ΔE = 3.5 kcal/mol,Δl = 0.008 Å)
for the ground-state species (see Tables 1 and 2).27 The
rearrangement from 1-P to 1-M occurs on the S0 PES via a
transition state that lies 35.7 kcal/mol (OM2/GUGA-MRCI)
above the 1-P minimum, see Table 2; the corresponding RE-
B3LYP/6-31G* barrier is 32.1 kcal/mol.27 The OM2/GUGA-
MRCI transition state possesses an imaginary frequency of
310i cm�1 associated with a twist about the C10�C9 double
bond. Previously, the activation energy of the thermal helix
inversion step (second step in Scheme 1) was found16,27 to be
18.7 kcal/mol, which guarantees that the helix inversion is the

Table 1. Geometry Parameters in Å and deg of the 1-P and 1-M Conformations, the Transition State, and the Conical
Intersections Obtained with OM2/GUGA-MRCI (this work) and with the RE-B3LYP/6-31G* and SA-RE-BH&HLYP//RE-
B3LYP/6-31G* Methods (from ref 27)a

structure(state) method C10�C9 R β γ θ pyrb

P(S0) OM2/GUGA-MRCI 1.359 0.7 �39.6 102.2 168.2 1.1

RE-B3LYP 1.368 1.7 �43.1 105.5 169.2 2.8

M(S0) OM2/GUGA-MRCI 1.364 1.3 27.0 41.2 27.2 2.1

RE-B3LYP 1.376 1.7 30.0 32.4 31.7 2.8

P(S1) OM2/GUGA-MRCI 1.400 16.4 1.5 59.4 110.2 26.7

M(S1) OM2/GUGA-MRCI 1.392 4.3 0.7 58.6 85.3 6.9

TS(S0) OM2/GUGA-MRCI 1.438 0.2 0.2 59.1 90.0 0.3

RE-B3LYP 1.463 0.0 5.6 66.0 90.0 0.0

CI1 OM2/GUGA-MRCI 1.420 35.5 5.7 67.2 133.5 58.0

SA-RE-BH&HLYP//RE-B3LYP 1.490 34.0 3.8 36.8 120.0 52.7

CASSCF(8,8) 1.423 35.5 4.9 64.9 131.0 58.1

CI2 OM2/GUGA-MRCI 1.405 �32.6 3.2 59.6 56.1 �53.6

SA-RE-BH&HLYP//RE-B3LYP 1.472 �30.0 4.9 45.5 70.0 �47.9
a See Scheme 2 for definitions of geometry parameters for 1-P and 1-M. b Pyramidalization angle: angle between C10�C9 bond and (8a�9�9a)
plane.

Table 2. Energies, in kcal/mol, of the Species in Table 1Obtained from OM2/GUGA-MRCI (this work) and RE-B3LYP/6-31G*
or SA-RE-BH&HLYP/6-31G* (from ref 27) Calculationsa

state method P M TS P(S1)
b M(S1)

c CI1 CI2

S0 OM2/GUGA-MRCI 0.0 2.1 35.7 40.8 37.8 62.7 66.2

RE-B3LYP 0.0 3.5 32.1 67.6d 70.3d

S1 OM2/GUGA-MRCI 90.6 86.5 62.0 59.1 59.0 62.7 66.2

SA-RE-BH&HLYP 87.6 81.7 68.0 71.2 74.0
aAll values are given relative to the ground-state energy of the P conformer. b Energy minimum on the S1 PES structurally closest to the 1-P conformer.
c Energy minimum on the S1 PES structurally closest to the 1-M conformer. d Energy obtained from SA-RE-BH&HLYP//RE-B3LYP single-point
calculation.
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dominant pathway of relaxation for the metastable conformation
1-M on the ground-state S0 PES.
The vertical excitation energies of the stable 1-P and the

metastable 1-M conformations fromOM2/GUGA-MRCI calcula-
tions are compared in Table 3 with the results of SA-RE-BH&
HLYP//RE-B3LYP and TD-BH&HLYP//B3LYP calculations27

and with the maxima of the absorption bands of the two
conformers measured at�40 �C in hexane solution.16 The lowest
singlet S1 excited state corresponds to the excitation of one
electron from the π-bonding to the π-antibonding orbital of
the central C10�C9 double bond. This state is more polar than
the ground state, as indicated by the electric dipolemoments of the
1-P and 1-M conformers in the S1 and S0 state, respectively
(2.53 vs 1.30 D in 1-P and 2.25 vs 1.20 D in 1-M). Due to large
values of the transition electric dipole moment, 7.46 D for the
1-P conformer and 7.43 D for the 1-M conformer, the S1 state is

optically accessible, and the 1-P f 1-M photoisomerization
occurs in this state.27 By contrast, the second lowest singlet
S2 excited state is essentially dark. It lies about 0.4 eV above the
S1 state: For the 1-P conformer, OM2/GUGA-MRCI predicts the
S2 state at 4.31 eV (288 nm) with an oscillator strength of 0.02,
compared to the S1 state at 3.93 eV (315 nm) with an oscillator
strength of 0.83.
For illustration purposes, the potential energy surfaces of the

S0 and S1 states were obtained from relaxed scans on a two-
dimensional grid of the dihedral angles θ and R. The positions of
the geometric structures listed in Table 1 are shown in Figure 1
by yellow dots located at the respective values of θ and R. The S1
PES of 1 features an elongated and shallow low-energy region
where two nearly degenerate stationary points can be identified.
The two structures are denoted in Figure 1 and in Tables 1 and 2
as P(S1) andM(S1) based on their geometric proximity to one of
the ground-state minima, 1-P or 1-M. The P(S1) minimum lies
31.5 kcal/mol below the Franck�Condon (FC) point corre-
sponding to the 1-P conformation, and the M(S1) minimum is
27.5 kcal/mol below the 1-M FC point. These energy differences
suggest that, in the S1 state, there is a substantial driving force for
rotating the upper part of 1 toward twisting angles about the
central C10�C9 bond of approximately 90�.
The MECI points were located at the OM2/GUGA-MRCI

level using the Lagrange�Newton method with analytic non-
adiabatic coupling vectors and gradient difference vectors.42 The
key geometry parameters of these MECI structures and their
relative energies are reported in Tables 1 and 2, respectively. In
Figure 1, the dihedral angles R and θ corresponding to the
optimized MECI structures are shown. Note however that
the energies of the optimized MECI points do not exactly match
the PES contour plots in this figure (due to differences in the

Table 3. ExcitationEnergies, in eV and innm(in parentheses),
of the Stable Conformers 1-P and 1-M Calculated with the
OM2/GUGA-MRCI, SA-RE-BH&HLYP, and TD-BH&HLYP
Methods

basis set method 1-P 1-M

OM2/GUGA-MRCI 3.93 (315) 3.75 (331)

6-31G* SA-RE-BH&HLYP 3.80 (327) 3.40 (365)

TD-BH&HLYP 3.78 (328) 3.39 (366)

6-311þG** SA-RE-BH&HLYP 3.71 (334) 3.31 (375)

TD-BH&HLYP 3.68 (337) 3.28 (378)

expta 3.44 (360) 3.22 (385)
aMaxima of the absorption bands measured in ref 16 in hexane solution
at �40 �C.

Figure 1. Contour plots of the S0 and S1 (right and left panels, respectively) PESs of 1 obtained in OM2/GUGA-MRCI calculations (see text for
details). Special points marked on the plots in yellow: PS0, minimum corresponding to the 1-P conformation on the S0 PES; MS0, minimum
corresponding to the 1-M conformation on the S0 PES; PS1, minimum on the S1 PES geometrically closest to the 1-P conformation; MS1, minimum on
the S1 PES geometrically closest to the 1-P conformation; CI1 and CI2, positions of the two minimum-energy conical intersection points; and TS,
transition state on the S0 PES. Dotted lines on the right panel indicate the positions of the conical intersection seam in the vicinity of MECIs as obtained
with the OM2/GUGA-MRCI method.
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other geometrical parameters). The two MECIs denoted as CI1
andCI2 feature pronounced pyramidalization of the C9 atom and
lie on the opposite sides of the avoided crossing region, i.e., the
region in the vicinity of the TS on the S0 PES, see Figures 1 and 2.
Similar conical intersection geometries were obtained previously
by Kazaryan et al.27 using the SA-RE-BH&HLYP/6-31G* meth-
od. Note however that there was no search to precisely locate the
MECI points in ref 27. Nevertheless, the geometries of the CI1
and CI2 points from the present work and from ref 27 closely
coincide, as can be seen in Figure 3 where molecular drawings of
theCI1 andCI2 geometries are superimposed. For comparison, a
geometry optimized for the CI1 point using the CASSCF(8,8)
method is also shown in Figure 3.
Energetically CI1 and CI2 lie 3�5 kcal/mol above the PS1 and

MS1 minima on the S1 PES of 1. TheCI1 point is easily accessible
from the respective FC points of the 1-P and 1-M conformations
(see Figure 4), whereas there is a small barrier (ca. 3.8 kcal/mol)
en route from 1-M toCI1. This is illustrated in Figure 4 where the
PES profiles are shown along pathways connecting the following
points on the S0 and S1 surfaces: 1-P, PS1,CI1, and 1-M; 1-P, PS1,
CI2, and 1-M; 1-P,CI1, MS1, and 1-M; and 1-P,CI2, MS1, and 1-
M. These PES profiles were obtained by performing relaxed
scans in these directions. During the scans, constrained geometry
optimizations were carried out in the S1 state for the intervals

shown in Figure 4 with solid red lines, for fixed values of the
dihedral angles θ and R that were obtained by linear interpola-
tion between the respective structures; the S0 energies (dashed
blue lines) were then computed at these optimized S1 geome-
tries. After reaching a conical intersection, it was assumed that the
system switches to the S0 ground state. Therefore constrained
ground-state geometry optimizations were carried out for the
intervals shown in Figure 4 with solid blue lines; the S1 energies
(dashed red lines) were obtained from single-point calculations
at the S0 geometries. The resulting PES profiles are presented in
Figure 4.
It is well-known that conical intersections play a crucial role in

the radiationless relaxation of excited states.28�30 The computed
PES profiles of 1 suggest that the photoisomerization reaction
can proceed via a barrierless pathway, and the expected excited-
state lifetime should thus be quite short, of the order of 1 ps.30

Specifically, for 1-P, the energy profiles for the S1 state indicate
that the relaxation should predominantly occur via CI1 (see
Figure 4), which is more easily accessible and also lower in energy
thanCI2 (see Table 2).We note that barrierless pathways toward
conical intersection points were recently also reported for a
molecular switch structurally similar to 1.21,22 However, even if
such favorable pathways exist, the actual trajectories on the S1
PES may take somewhat different routes due to dynamical
effects. To obtain more realistic information on the dynamical
behavior of the system after photoexcitation and on experimental
observables, such as the quantum yields of photoisomerization,
one needs to carry out excited-state dynamics simulations
starting from the respective FC regions.
Molecular Dynamics Simulations. In our semiempirical

TSH-OM2 simulations, 120 trajectories were initiated for each
of the 1-Pf 1-M and 1-Mf 1-P photoisomerization reactions.
The simulations were started in the S1 state at geometries in the
vicinity of the respective FC point, and the nuclear trajectories
were propagated for 2 ps. The populations of the S0 and S1 states
averaged over all trajectories are shown in Figure 5 for the two
reactions. The S1 populations were fitted by an exponential
function, which gave S1 lifetimes of 1.40 and 1.79 ps for the
1-Pf 1-M and 1-Mf 1-P reactions, respectively. These values
are in a good agreement with the lifetimes of 1.40 ( 0.10 and
1.77 ( 0.13 ps, respectively, reported previously by Kazaryan
et al. in their first classical MD-OPLS simulations.27

To gain more detailed structural insight into the radiationless
relaxation from S1 to S0, we inspect some characteristic angles in

Figure 2. Profiles of the S0 (blue) and S1 (red) PESs of 1 obtained fromOM2/GUGA-MRCI calculations (see text for details). Left panel: view from the
side of the 1-P conformation. Right panel: view from the side of the 1-M conformation. The positions of conical intersection points and
Franck�Condon points are shown with yellow arrows. The contour plots below show the difference between the S1 and S0 energies.

Figure 3. CI1 and CI2 (left and right panels, respectively) structures as
obtained from OM2/GUGA-MRCI (red), RE-BH&HLYP/6-31G*
(blue) and CASSCF(8,8)/6-31G* (yellow) calculations (see text for
details).
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the geometries at which surface hops occur during the TSH-
OM2 simulations. The histograms in Figure 6 show the prob-
ability of surface hops as a function of the absolute values of the
twisting angle θ and the pyramidalization angles at the C9 atom
and the C10 atom, for all trajectories generated for the two
photoisomerization reactions. Obviously, the surface hops take
place predominantly at sufficiently large values of θ (ca. 110� on
average) and pyr-C9 (ca. 35� on average). The C10 atom remains
in a practically planar environment. It can therefore be conjec-
tured that the surface hops occur in the vicinity of one of the
MECIs found in the preceding OM2/GUGA-MRCI geometry
optimizations. Indeed, both MECIs feature a rather strongly
pyramidalized C9 atom and a substantial twist about the C9�C10

bond. The large average value of the dihedral angle θ also

suggests that, for both photoisomerization reactions, the hops
occur predominantly close to the CI1 geometry (see Table 1).
These findings are consistent with the assumptions made in ref
27 when setting up the classical MD simulations.
More detailed information on the populations of the various

molecular structures in the S0 and S1 states is presented in
Figure 7, where the following distinctions are made in the
analysis of the TSH-OM2 trajectories: The P(S0) structure
corresponds to all molecular geometries with θg 120� encoun-
tered on the S0 PES. The P(S1) structure corresponds to all
geometries with θ g 120� encountered on the S1 PES. Analo-
gous definitions hold for the M(S0) and M(S1) structures with
θ e 70�. The X(S0) and X(S1) structures correspond to
all intermediate geometries in the S0 and S1 states. These plots

Figure 4. PES profiles connecting the 1-P, PS1,CI1, and 1-M structures (upper left panel), the 1-P, PS1,CI2, and 1-M structures (upper right panel), the
1-P, CI1, MS1, and 1-M structures (lower left panel), and the 1-P, CI2, MS1, and 1-M structures (lower right panel) on the S1 (red) and S0 (blue) PES.
The solid lines represent energies obtained from constrained geometry optimization in the respective electronic state, and the dashed lines refer to
energies obtained in single-point calculations (see text for further details).

Figure 5. Populations of the S0 (blue) and S1 (red) states as a function of time (in fs) for the 1-P f 1-M (left panel) and 1-M f 1-P (right panel)
photoisomerization reactions as obtained from the TSH-OM2 simulations.
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Figure 6. Probability of surface hops as a function of the absolute value of the angles θ (red), pyr-C9 (green), and pyr-C10 (light blue) in the TSH-
OM2 trajectories for the 1-P f 1-M (left panel) and 1-M f 1-P (right panel) photoisomerization reactions. See Scheme 2 for the definition of
θ and atom labels; pyr-C9 is the angle between C9�C10 bond and (8a�9�9a) plane; and pyr-C10 is the angle between C9�C10 bond and
(10a�10�20) plane.

Figure 7. Time evolution of the populations of 1-P and 1-M structures in the ground S0 and excited S1 states as obtained from the TSH-OM2
simulations of the 1-P f 1-M (upper panel) and 1-M f 1-P (lower panel) photoisomerization reactions. Notation: P(S0), 1-P isomer in the
ground state; P(S1), 1-P isomer in the excited state; M(S0), 1-M isomer in the ground state; M(S1), 1-M isomer in the excited state;
X(S0), intermediate molecular structure in the ground state; and X(S1), intermediate molecular structure in the excited state (see text for
details).
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indicate that the 1-P f 1-M photoisomerization reaction is
practically finished after ca. 1.5 ps, with less than 20% of the
trajectories remaining in the excited state near the 1-P geometry.
In the case of the 1-Mf 1-P reaction, ca. 30% of the trajectories
remain in the excited state after ca. 1.6 ps, with the geometries
intermediate between the 1-P and 1-M structures. This is as
expected from the lifetimes evaluated for the two reactions from
the data in Figure 5. We refrain from analyzing the data beyond
1.5 ps because of technical difficulties. In TSH-OM2 runs, the
identification of active orbitals and the tracking of the active
space may become problematic at longer simulation times, which
may result in discontinuous PESs and unphysically large energy
gradients.51While these problemsmay be partly overcome by the
techniques proposed previously51 and applied presently, they
became unacceptably large for some of the trajectories after
propagation times of more than 1.6 ps so that we prefer to focus
on the TSH-OM2 results up to 1.5 ps.
In spite of these technical difficulties, we may still estimate the

quantum yields of the two photoisomerization reactions and the
photostationary state (PSS) ratio fromFigure 7. The isomerization
quantum yield of 1-P f 1-M can be obtained as the ratio of the
population of the M(S0) structures to the overall population of all
structures at the start of the trajectories. The quantum yield of
1-M f 1-P can be defined analogously using the P(S0) popula-
tion. The PSS ratio of the 1-Ph 1-M photoisomerization reaction
is then defined as the ratio of the two quantum yields. Tomake the
calculated PSS ratio comparable to the experimentally measured
one, the ratio of quantum yields was multiplied by the ratio of the
optical absorption cross sections of the two conformers, 1-P and
1-M,27 which amounts to 1.5:1.16 The so-obtained quantum yields
and the PSS ratio are shown in Figure 8 as a function of simulation
time. It is seen that, between 1.4 and 1.6 ps, the PSS ratio runs into
a plateau and then suddenly decreases. Because this decrease is due
to technical issues (see above), the final value of the PSS ratio was
evaluated as the average value over the interval between 1.4 and
1.6 ps, which yields a value of 2.7:1 in a good agreement with the
experimentally measured value of ca. 3:1.16 Please note that the
computed value refers to the gas phase, while the experimental
value was determined in perdeuterated toluene.16

The simulation times that can be achieved in the TSH-OM2
simulations are rather short. To investigate whether the equilib-
rium parameters derived from the TSH-OM2 simulations are
reliable, we used classical two-state MD-OPLS simulations, as
outlined in ref 27. We initiated 1000 MD simulations in the 1-P
and 1-M states, respectively, and the simulations were run for up
to 10 ps, which allowed us to determine converged equilibrium
parameters.
A detailed account of the setup and the results of the MD-

OPLS simulations is given in the Supporting Information. In the
present work, we extended our MD-OPLS approach of ref 27
toward a more detailed description of the CI seam, which is
represented by a number of conical intersection points around the
twoMECIs optimized with OM2/GUGA-MRCI (see Figure 1 in
this article and Table 1 in the Supporting Information). In spite of
the quite different approaches, the time evolution of the total
population of the S0 and the S1 states as well as the populations of
individual species on the excited- and ground-state PESs of the 1-
Pf 1-M and 1-Mf 1-P photoisomerization reactions obtained
in the classical MD-OPLS simulations (see Figures 1 and 2 of the
Supporting Information) closely match those from the TSH-
OM2 simulations (see Figure 5). The equilibrium values of
isomerization quantum yields are reached after ca. 2.5 ps
(Figure 3 of Supporting Information). The value of the PSS ratio
at ca. 1.5 ps is not very different from the converged value, thus
justifying the approach used to calculate the PSS ratio from the
results of the TSH-OM2 simulations (see Figure 8).
In summary, the dynamics of the photoisomerization obtained

in the TSH-OM2 simulations is consistent with previous theo-
retical results27 and with the available experimental data.16

Comparing results of the present work with theoretical work
on other photoactive molecules, the character of the lowest
excited states and the mechanism of photoisomerization are
qualitatively similar to what has been reported for stilbene,56�58

which is not too surprising since the molecular rotor 1 contains
the stilbene substructure and may be regarded as some kind of
stiff stilbene.58 Like in ethylene and stilbene, the relevant conical
intersection is characterized by a twist about the central double
bond and a strong pyramidalization at one of its two carbon

Figure 8. Quantum yields of the 1-Pf 1-M (blue) and 1-Mf 1-P (red) photoisomerization reactions and photostationary state ratio (gray) of the
1-P h 1-M photoisomerization reaction as obtained from the TSH-OM2 simulations.
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atoms. The radiationless relaxation to the ground state is an
ultrafast subpicosecond process in ethylene and stilbene; it is still
fast in our case, with an excited-state lifetime of 1.4 ps for 1-P,
albeit clearly slower than in ethylene and stilbene. Qualitatively,
this may be due to the stiffness of 1 (arising from the annelated
rings at both sides of the central double bond), which should
make it more difficult to reach the conical intersection region
with one strongly pyramidalized carbon atom. Finally, we note
that other types of conical intersections have been reported to be
involved in the photoisomerization of longer polyenes59,60 and of
protonated or alkylated Schiff bases that serve as retinal models61

or molecular switches.21

’CONCLUSIONS

In this work, we report the results of semiclassical TSH-OM2
and classical MD-OPLS simulations of the photoisomerization
step in the rotational cycle of the fluorene-basedmolecular rotary
motor 1. In such motors based on overcrowded alkenes, uni-
directional rotation is achieved due to periodic repetition of
photoisomerization and thermal relaxation steps. Hitherto, clear
design principles were formulated for the thermally activated
helix inversion step,13,14,16 whereas the photoisomerization step
remained poorly understood and less amenable to rational
modification based on mechanistic understanding. A first at-
tempt to reach such an understanding was made in ref 27 using
classical two-state MD simulations for 1 with a reparametrized
all-atom force field. Although the results obtained were in good
agreement with experiment, the chosen ad-hoc approach was
based on a number of assumptions, the validity of which could
not be thoroughly tested.

The present work extends the previous study27 in several ways.
First, the use of the OM2/GUGA-MRCI method allows a
comprehensive investigation of the excited-state dynamics. A
thorough characterization of the excited-state PES of 1 has been
achieved for the first time, which provides information on the
topology of the conical intersection seam, the location of the
energy minima, and the potential energy barriers. On the relaxed
PES, the conical intersection seam is found to be easily accessible,
without the need to cross potential energy barriers. This ob-
servation suggests a reinterpretation of the results of transient
absorption experiments in hexane,39 in which a short excited-
state decay time (ca. 1.7 ps) was interpreted as relaxation time
due to crossing a potential barrier. The S1 decay times obtained in
the present gas-phase work from the TSH-OM2 simulations
(τS1 ≈ 1.40�1.79 ps), as well as those from ref 27 (τS1 ≈ 1.40�
1.77 ps), indicate that this relaxation time should be interpreted
as excited-state lifetime. The other experimentally observed
decay time, ca. 12 ps, which was associated with the transfer
of population from the excited to the ground state,39 may
actually correspond to vibrational cooling of the “hot” ground-
state species.

The semiclassical TSH-OM2 simulations clearly show that the
radiationless relaxation of the excited electronic state of 1
proceeds via the conical intersection seam and that other parts
of the excited state PES do not play a significant role in the
mechanism of photoisomerization. Previously, this was only
guessed.27 The computed excited-state lifetimes for the direct,
1-P f 1-M, and inverse, 1-M f 1-P, photoisomerization
reactions and the photostationary state ratio from the TSH-
OM2 simulations are in good agreement with previous work27

and with the experimental measurements.16,39

The detailed knowledge of the excited-state PES profiles
and of the geometries on the conical intersection seam obtained
from OM2/GUGA-MRCI calculations allowed us to amend
the approach used in ref 27 and to run classical MD-OPLS
simulations using an extended conical intersection seam.
The excited-state lifetimes, the detailed dynamics of various
conformations, and the photostationary state ratio are in good
agreement with the TSH-OM2 results. After proper validation,
such excited-state classical MD simulations, with predefined
conical intersection structures for hopping to the ground state,
can thus be useful for running very long simulations (of the order
of 10 ps or more) to reach converged results or for quickly
exploring the excited-state dynamics of very large molecular
species. A possible application would be to study the effect of
chemical modifications on the photoisomerization cycle of rotary
molecular motors.
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ABSTRACT: The unusual photophysical properties of the π-conjugated chromophores make them potential building blocks of
various molecular devices. In particular, significant narrowing of the HOMO�LUMO gaps can be observed as an effect of
functionalization chromophores with polycyclic aromatic hydrocarbons (PAHs). In this paper we present equation-of-motion
coupled cluster (EOMCC) calculations for vertical excitation energies of several functionalized forms of porphyrins. The results for
free-base porphyrin (FBP) clearly demonstrate significant differences between functionalization of FBP with one- (anthracene) and
two-dimensional (coronene) structures. We also compare the EOMCC results with the experimentally available results for
anthracene fused zinc�porphyrin. The impact of various types of correlation effects is illustrated on several benchmark models,
where the comparison with the experiment is possible. In particular, we demonstrate that for all excited states considered in this
paper, all of them being dominated by single excitations, the inclusion of triply excited configurations is crucial for attaining
qualitative agreement with experiment. We also demonstrate the parallel performance of the most computationally intensive part of
the completely renormalized EOMCCSD(T) approach (CR-EOMCCSD(T)) across 120 000 cores.

’ INTRODUCTION

The remarkable photophysical properties of the π-conjugated
chromophores, emanating from very small HOMO�LUMO
gaps, has recently stimulated a lot of interest. Of special interest
are the π-conjugated porphyrin arrays, where the existence of
low-lying excited states in the near-infrared absorption spectra
makes these systems potential building blocks formolecular wires,
optical devices, and light-harvesting systems (for a review of this
broad area, see refs 1�10 and references therein). Over the last
2 decades it has been experimentally demonstrated that tuning
the electronic structure of these systems is especially efficient
when porphyrins are functionalized with the polycyclic aromatic
hydrocarbons (PAHs). Theoretical studies of excited states can
be very helpful in understanding the impact of various types of
functionalization and can predict shifts in absorption spectra. For
this purpose, various ab initio methodologies can be used. In ad-
dition to providing accurate and predictive results that can be
compared with experiment, these wave-function-based ab initio
approaches are also important to calibrate and parametrize low-
order Hamiltonians.11�16 On the other hand, due to the size of

these systems and steep scaling of the high-level excited-state
methods, examples of high-level calculations for these molecules
are very scarce. For example, the current literature does not show
any systematic study of the role played by higher-order effects
(for example, collective three-body excitations) for functiona-
lized forms of the porphyrins.

Another important question concerns possible ways of in-
corporating important excited-state correlationmethods. Among
many methods, the equation-of-motion of coupled cluster meth-
od (EOMCC)17�20 (for related approaches see refs 21�30) has
evolved into a widely used formalism for calculating vertical
excitation energies (VEEs). The well-established family of appro-
ximations including higher excitations starting from the rudimen-
tary EOMCCSDmodel (EOMCCwith singles and doubles)18�20

to more expensive models with triples (EOMCCSDT)31 and
quadruples (EOMCCSDTQ),32 etc., have enabled one to reach
the full configuration interaction (FCI) limit when all possible

Received: March 30, 2011
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excitations are included. The EOMCCSD can be used to describe
singly excited states, whereas more complex excited states require
the expensive EOMCCSDT approximation. In order to find a
trade-off between cost and accuracy, in this paper we will resort to
the completely renormalized EOMCCSD(T) approach (CR-
EOMCCSD(T)),33 which accounts for the effect of triply excited
configurations in a noniterativemanner (see also ref 34) and at the
same time is characterized by the N7 scaling (N represents the
system size). For systems of the size of the functionalized
porphyrins, the applicability of high-order methods faces signifi-
cant challenges, mostly associated with the very steep numerical
scaling. Therefore, in order to make these methods applicable to
π-conjugated chromophores, their efficient parallel implementa-
tions need to be used.

In this paper, we want to address the following problems: (1)
What is the role of various-rank correlation effects in describing
the vertical excitation energies in fused porphyrins, and what level
of approximation and basis set are required to obtain an agree-
ment of calculated VEEs with the experimentally inferred values?
In particular, we will analyze the effect of including triply excited
amplitudes. We will illustrate the accuracies of the EOMCCSD
and CR-EOMCCSD(T) methods on the example of available
experimental data for the anthracene fused zinc�porphyrin.7 (2)
What is the effect of functionalizing free-base porphyrin by adding
one- and two-dimensional structures, anthracene and coronene?
(3) How can efficient computer implementations exploit mas-
sively parallel computer architectures?

’THEORY

The EOMCC formalism has evolved into one of the most
widely used tools in excited-state calculations of low-lying excited
states,17 where various correlation effects can be controlled by
the rank of excitations included in the cluster (T) and correlation
(RK) operators used to parametrize Kth excited state

jΨKæ ¼ RKe
T jΦæ ð1Þ

where |Φæ is the so-called reference function usually chosen as a
Hartree�Fock determinant. Various approximation schemes
range from the basic EOMCCSD approximation, where the
cluster and correlation operators are represented as sums of
scalar (RK,0; for excitation operator only), single (T1,RK,1), and
double (T2,RK,2) excitations,

jΨEOMCCSD
K æ ¼ ðRK, 0 þ RK, 1 þ RK, 2ÞeT1 þ T2 jΦæ ð2Þ

to the more accurate EOMCCSDT approach. Over the last 2
decades it was demonstrated that the progression of methods:
EOMCCSD f EOMCCSDT f EOMCCSDTQ... leads to
more accurate estimates of the excited-state energies, which in
the limit ofNe (Ne stands for the number of correlated electrons)
excitations converge to the FCI energies. However, the rapid
growth in the numerical complexity [N6 (EOMCCSD), N8

(EOMCCSDT), N10 (EOMCCSDTQ)] of the EOMCC meth-
ods makes accurate calculations with the EOMCCSDT and
EOMCCSDTQ methods prohibitively expensive, even for rela-
tively small systems. Unfortunately, the EOMCCSD method is
capable of providing reliable results only for singly excited states.
However, as it has recently been demonstrated,35 conspicuous
errors in the range of 0.25�0.30 eV with respect to the experi-
mental VEEs persist with increasing system size. In order to
narrow the gap between the EOMCCSD and EOMCCSDT
VEEs, several noniterative N7-scaling methods that mimic the

effect of triples in a perturbative fashion have been proposed in
the past.36�41 The completely renormalized EOMCCSD(T)
approach (CR-EOMCCSD(T))33 falls into this category (see
also refs 42 and 43 for the most recent developments). In this
approach, the energy correction δK

CR�EOMCCSD(T) is added to
the EOMCCSD VEE (ωK

EOMCCSD)

ωCR�EOMCCSDðTÞ
K ¼ ωEOMCCSD

K þ δCR�EOMCCSDðTÞ
K ð3Þ

where the δK
CR�EOMCCSD(T) is expressed through the trial wave

function ÆΨK| and the triply excited EOMCCSD moment
operator MK,3

EOMCCSD (see ref 33 for details)

δCR�EOMCCSDðTÞ
K ¼ ÆΨK jMEOMCCSD

K, 3 jΦæ
ÆΨK jðRK, 0 þ RK, 1 þ RK, 2ÞeT1 þ T2 jΦæ

ð4Þ

Figure 1. Benchmark set of molecules considered in this study.
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TheN7 scaling of the CR-EOMCCSD(T)method stems from the
MK,3

EOMCCSD|Φæ part. Although the CR-EOMCCSD(T) method
has the same N7 scaling as the ground-state CCSD(T) method,44

there is a numerical prefactor that makes our CR-EOMCCSD(T)
implementation 3 times more expensive for the states of the same
symmetry as the ground state and 2 times more expensive for
states of different symmetry than the ground state.Moreover three
(two) large two-body intermediates of the size proportional to
the nonu

3 (no and nu refer to the number of occupied and un-
occupied spin�orbitals) have to be formed in the calculation of
excited states of the same (different) symmetry as the ground state.
Therefore, the storage of these quantities requires substantial
memory resources. These requirements can be significantly re-
duced in the active-space CR-EOMCCSD(T) methods.35

’COMPUTATIONAL DETAILS

All calculations were performed with a development version of
NWChem suite of codes.45 The EOMCC calculations were
carried out with the TCE46 implementations of the EOMCCSD
and CR-EOMCCSD(T)methods. In all calculations we used the
development variant of the CR-EOMCCSD(T) code, which
significantly reduces the local memory requirements. In particu-
lar, the new implementation offers the possibility of partitioning
six-dimensional tensors across the first two dimensions, which
enables one to use large-size tiles (or basic building block defining
the partitioning of spin�orbital domain and block structure of all
tensors), which significantly improves the performance of the
iterative part (CCSD and EOMCCSD). Iterative CCSD and
EOMCCSD have also undergone significant changes. A major
problem in the older implementation was “serial” execution of
parallel procedures characterized by task pools of various size.
This “vertical” structure has been replaced by a horizontal struc-
ture where all procedures are grouped into several classes, each
class containing procedures that can be executed independently
of each other. All subroutines from a given class contribute to a
global task pool characterizing given class, which to a large extent
alleviates the problems associated with load balancing. All tensors
corresponding to cluster/excitation amplitudes, recursive inter-
mediates, and electron integrals were stored on global arrays,
which provide a portable shared-memory interface.

In our calculations, we considered several systems (some of
them shown in Figure1): (1) anthracene, (2) coronene, (3) free-
base-porphyrin (FBP), (4) fused anthracene�Zn�porphyrin
(ZnP-f-anthracene), (5) double anthracene fused free-base por-
phyrin [FBP-(f-anthracene)2] (oligoporphyrin 46 of ref 10), and
(6) coronene fused free-base porphyrin (FBP-f-coronene)
(oligoporphyrin 65 of ref 10). Except for the anthracene and
FBP, geometries of the remaining systems were optimized with
the B3LYP approach47 using the cc-pVTZ basis set.48,49 The
geometries of anthracene and FBP are the same as used in refs 50
and 51, respectively. In all correlated calculations the core elec-
trons were kept frozen. The calculations for anthracene were
performed using Ahlrichs’VTZ (AVTZ),53 cc-pVDZ, and POL152

basis sets. For coronene, AVTZ, cc-pVDZ, POL1, and cc-pVTZ
basis sets were employed. For larger systems, we used AVTZ
(FBP, ZnP-f-anthracene, FBP-f-coronene) and cc-pVDZ (FBP,
ZnP-f-anthracene, FBP-(f-anthracene)2 basis sets. Our calcula-
tions were performed withD2h [anthracene, coronene, FBP, FBP-
(f-anthracene)2] and C2v (ZnP-f-anthracene, FBP-f-coronene)
symmetries. For larger systems we used relaxed convergence
criteria for iterative approaches. Previous studies with the

Table 2. EOMCCSD and CR-EOMCCSD(T) VEEs (in eV)
for the Coronene Molecule in Various Basis Sets

basis set EOMCCSD CR-EOMCCSD(T)

1Lb State

AVTZ 3.46 3.22

cc-pVDZ 3.43 3.16

POL1 3.38 3.10

cc-pVTZ 3.40 3.08

1La State, Expt 3.72 eV
68

AVTZ 4.48 4.25

cc-pVDZ 4.17 3.92

POL1 4.08 3.81

cc-pVTZ 4.07 3.77

Figure 2. Graphical representation of the RHF HOMO and LUMO orbitals for the ZnP-f-anthracene system obtained with the cc-pVDZ basis set.

Table 1. A Comparison of the EOMCCSD and CR-
EOMCCSD(T) VEEs (in eV) for the Two Lowest Singlet
States of the Anthracene Molecule in Various Basis Sets

basis set EOMCCSD CR-EOMCCSD(T)

1La State, Expt 3.60 eV
62

AVTZ 4.48 4.22

cc-pVDZ 4.16 3.87

POL1 4.00 3.69

1Lb State, Expt 3.64 eV
62

AVTZ 4.00 3.76

cc-pVDZ 3.96 3.68

POL1 3.90 3.59
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EOMCC methods35 suggest that the cc-pVDZ basis set can
provide reliable results for valence excited states for systems as
large as an oligoporphyrin dimer. The issue of basis set choice will
be discussed in the next section.

’DISCUSSION

The ZnP and FBP systems have been studied intensively by
employing the EOMCCSD, CR-EOMCCSD(T), and active-
space CR-EOMCCSD(T) methods. In studies of the effect of
the functionalization of the porphyrins, we will refer to the results
available in the literature.35,54 We start our discussion by pre-
senting the VEEs of the two lowest-lying singlet�singlet π f π*
transitions for components of our target systems: anthracene and
coronene. We will employ the Platt nomenclature55 for these

excited states, 1La and
1Lb, where these states are dominated by

HOMOfLUMO excitation (La) and a combination of HOMO�
1fLUMO and HOMOfLUMOþ1. Since the excited states of
porphyrin-anthracene and porphyrin-coronene complexes stu-
died in this paper have similar configurational structure we will
adapt the Platt convention to characterize these states. Using
NWChem (autosym) convention, the 1La state of the ZnP-f-
anthracene corresponds to the 21A1 state, the

1La and
1Lb states of

FBP-(f-anthracene)2 correspond to 11B3u and 11B2u states,
respectively, whereas the 1La state of FBP-f-coronene corresponds
to the 11B2 state. However, it should be noted that other codes
can employ different symmetry conventions, and therefore, the
classification of excited states based on specifying leading excita-
tions provides an unambiguous method of their characterization.

Before we start the discussion of the EOMCC results for the
anthracene molecule, it is worth mentioning that the VEEs
cannot be measured experimentally and the results of theoretical
calculations can only be interpreted in terms of approximate
positions of the maxima in the experimental UV absorption
spectrum (for the pertinent discussion, see ref 56). For example,
it was shown that even for small molecules (benzene and furan)
the uncertainties can be on the order of 0.1�0.2 eV.57�59 Similar
conclusions have been drawn for the naphthalene and anthracene
molecules, where the 0�0 transition energies were estimated
using the CIS method and compared to the accurate gas-phase
experiments (see, for example, ref 61), showing that the CIS
VEEs are 0.2�0.6 eV higher in energy than the maximum
intensity peaks.60 Other factors contributing to experiment�the-
ory discrepancies can be attributed to the basis set quality and
level of theory used to describe correlation effects. In order to
make adequate comparisons, in our studies for anthracene we
will use the solvent-corrected experimental VEEs of ref 62.

In previous studies various levels of theory have been applied
to these systems, from TDDFT methods to the coupled cluster
CC2 formalism25 (see refs 62�64 and references therein). In
Table 1 we show the VEEs for anthracene obtained with the
AVTZ, cc-pVDZ, and POL1 basis sets. For all basis sets em-
ployed, one can observe the significant effects of the CR-
EOMCCSD(T) corrections, which lower the EOMCCSD 1La
and 1Lb VEEs by 0.24�0.31 eV. The best predictions of the VEEs
corresponding to these states are obtained with the POL1 basis
set. In both cases, the CR-EOMCCSD(T) errors are reduced to
within 0.1 eV. One should also notice that all EOMCC calcula-
tions shown in Table 1 reverse the ordering of the 1La and

1Lb
states. Instead of 0.04 eV above, the 1Lb state is predicted to be
0.1 eV below the 1La state. This is somewhat puzzling, since
the CC2 calculations of ref 62 predict ordering consistent
with the experiment, although the 1La and

1Lb separation of
0.2 eV obtained with the CC2 method is a bit exaggerated.62

Similar reverse ordering has been reported in the context of

Table 4. A Comparison of the EOMCC VEEs (in eV) of the
FBP-(f-anthracene)2 and FBP-f-coronene with the VEEs (in
eV) of the Free-Base Porphyrin Using cc-pVDZ and AVTZ
Basis Sets, Respectively

FBP-(f-anthracene)2 (cc-pVDZ) FBP(cc-pVDZ)a

1La
1Lb 11B3u 11B2u

EOMCCSD 1.99 2.57 2.15 2.61

CR-EOMCCSD(T) 1.78 2.37 1.86 2.32

dominant excitationb HfL H�1fL H�1fL HfL

HfLþ1 HfLþ1H-1fLþ1

FBP-f-coronene (AVTZ) FBP(AVTZ)

1La
1Lb 11B3u 11B2u

EOMCCSD 1.63 — 2.15 2.72

CR-EOMCCSD(T) 1.36 — 1.88 2.45

dominant excit.b HfL H�1fL HfL

HfLþ1 H�1fLþ1
a From ref 35. b See the text for details.

Figure 3. Graphical representation of the RHF HOMO and LUMO orbitals for the FBP-(f-anthracene)2 system obtained with the cc-pVDZ basis set.

Table 3. EOMCCSD and CR-EOMCCSD(T) VEEs (in eV)
for the ZnP-f-anthracene System in AVTZ and cc-pVDZ Basis
Sets

basis set EOMCCSD CR-EOMCCSD(T)

1La State, Expt. 1.71 eV
7

AVTZ 2.03 1.79

cc-pVDZ 2.03 1.77

dominant excitationa HfL
a See the text for details.
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multireference Møller�Plesset (MRPT) theory66,67 calculations
for low-lying excited states of anthracene (see ref 65). In the case
of the MRPT approach, the 0.17 eV separation between 1Lb and
1La states is slightly larger than 0.1 eV obtained with the CR-
EOMCCSD(T) method for the POL1 basis set. The discrepan-
cies between the CR-EOMCCSD(T) and experimental vertical
energies of ref 62 can be attributed to many factors including (1)
basis set quality [For the 1La state one can observe a strong effect
due to the basis set quality. The difference between AVTZ and
POL1 CREOMCCSD(T) VEEs for this state is as big as 0.53 eV.
This difference, however, is much smaller for the 1Lb state
(0.17 eV) predicted to be the lowest singlet excited state by all
presented EOMCC calculations.], (2) insufficient treatment of
correlation effects, and (3) uncertainties of the TDDFT-based
procedure of defining the experimental VEEs described in ref 62.

For the coronene molecule (Table 2), we used AVTZ,
cc-pVDZ, POL1, and cc-pVTZ basis sets. The experimental
value is available only for the 1La state.

68 As can be seen from
Table 2, the best estimate for the experimental VEE of the
1La state is obtained with the CR-EOMCCSD(T) method in

cc-pVTZ basis set, where the error is reduced to 0.05 eV. The
analogous error for the POL1 basis set amounts to 0.09 eV. It
should be stressed that for the 1La state a strong dependency on
the basis set is observed. For example, the CR-EOMCCSD(T)
predictions for the AVTZ and cc-pVTZ basis sets differ by
0.48 eV. However, for the first singlet excited state, the AVTZ
and cc-pVTZ CR-EOMCCSD(T) difference is much smaller,
0.14 eV. The same is true for the cc-pVDZ basis set, although for
this basis set these differences are reduced to 0.15 eV (1La state)
and 0.08 eV (1Lb state), respectively. A similar trend can be
observed for the lowest states predicted by the EOMCC
methods for the anthracene molecule.

The spectral properties of anthracene fused porphyrins have
recently been studied experimentally. In ref 7 it was demon-
strated that the fusion to the anthracene can significantly change
the electronic structure of the porphyrin, shifting the absorption
maximum to the near-infrared region. Our ZnP-f-anthracene
model can be used to study this effect. The ZnP-f-anthracene
molecule can be considered as a model for the β,meso,β triply
fused porphyrin (system 1c using the nomenclature of ref 7),
which shows an absorption maximum at 725 nm (1.71 eV). Our
particular goal is to establish the quality of the EOMCCmethods
in describing this absorption shift. In Table 3 we show the results
of the EOMCCSD and CR-EOMCCSD(T) calculations with
the AVTZ and cc-pVDZ basis sets. The results obtained with
both basis sets show that the lowest excited state is dominated
by HOMOfLUMO excitation; i.e., the lowest state can be
categorized as the 1La state. The absolute values of dominant
RK amplitudes in the cc-pVDZ basis set are as follows: |RLR

HR| =
|RLβ

Hβ| = 0.57, |RLþ1R
H�1R| = |RLþ1β

H�1β| = 0.30. Similar amplitude
values were obtained for the AVTZ basis set. The Hartree�Fock
(HF) HOMO and LUMO orbitals in the cc-pVDZ basis set are
plotted in Figure 2. Moreover, both basis sets give virtually
identical EOMCCSD results (2.03 eV), which are 0.32 eV above
the experimental 1.71 eV value. By adding CR-EOMCCSD(T)
corrections we significantly reduce the EOMCCSD errors to
0.08 and 0.06 eV for AVTZ and cc-pVDZ basis sets, respectively.
The 1.77 eV CR-EOMCCSD(T) VEE for the 1La state is in good
agreement with the experimental 1.71 eV value. The CR-EOM-
CCSD(T)/cc-pVDZ 1.77 eV value should be compared with the
VEEs 2.25, 2.25, and 3.76 eV of lowest-lying singlet excited
states obtained with the CR-EOMCCSD(T) method for the
zinc�porphyrin (ZnP) system.54 It should also be stressed
that for the ZnP-f-anthracene model the discrepancy between
CR-EOMCCSD(T) VEEs obtained with the AVTZ and cc-
pVDZ basis sets are smaller than in the case of anthracene and
coronene.

Figure 5. Graphical representation of the RHF HOMO and LUMO orbitals for the FBP-f-coronene system obtained with the AVTZ basis set.

Figure 4. Graphical representation of the RHF HOMO�1, HOMO,
LUMO, and LUMOþ1 orbitals for the FBP molecule obtained with the
cc-pVDZ basis set.
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The results discussed above indicate that for larger systems the
lowest excited state can be satisfactorily described by the AVTZ
or cc-pVDZ basis sets. Using these basis sets we will evaluate the
effect of functionalizing free base porphyrin with one- and two-
dimensional structures. These problems will be studied with our
FBP-(f-anthracene)2 and FBP-f-coronene models. The results of
our calculations are shown in Table 4. For the FBP-(f-an-
thracene)2 system we employed the cc-pVDZ basis set, which
for 1La and

1Lb states gives EOMCCSD VEEs equal to 1.99 and
2.57 eV, respectively. As in the ZnP-f-anthracene model, the
inclusion of the CR-EOMCCSD(T) corrections lowers the EO-
MCCSD VEEs to 1.78 and 2.37 eV, respectively. This should
be compared with the CR-EOMCCSD(T) energies of 1.86 and
2.32 eV corresponding to the 11B3u and 1

1B2u states of FBP.
35 In

order to understand the nature of the 1La and
1Lb states, we plot-

ted the cc-pVDZ HF HOMO and LUMO orbitals of FBP-
(f-anthracene)2 and HOMO�1, HOMO, LUMO, LUMOþ1
orbitals of FBP; see Figures 3 and 4, respectively. There are two
notable features of the FBP-(f-anthracene)2’s HOMO and
LUMO orbitals. First, both orbitals are delocalized over the
whole system. Second, the parts of the FBP-(f-anthracene)2
HOMO and LUMO orbitals localized on FBP bear great resem-
blance to the FBP’s HOMO and LUMO orbitals. Given that the
largest contribution to this state comes from the HOMO�LU-
MO excitation (|RLR

HR| = |RLβ
Hβ|= 0.54 for the cc-pVDZ basis set)

and the second largest contribution to the 1La state corresponds
to the HOMO�1fLUMOþ1 excitation (|RLþ1R

H�1R| = |RLþ1β
H�1β|=

0.36 for the cc-pVDZ basis), the 1La should be attributed to the
11B2u state of FBP (|RLR

HR| = |RLβ
Hβ|= 0.48 and |RLþ1R

H�1R| = |RLþ1β
H�1β|

= 0.45 in the cc-pVDZ basis set), which corresponds to 0.54 eV
red-shift using CR-EOMCCSD(T) results. It is also interesting to
notice that the CR-EOMCCSD(T)method yields almost identical
estimates for the 1La states of the FBP-(f-anthracene)2 and ZnP-f-
anthracene systems. The 1Lb state of FBP-(f-anthracene)2 is
dominated by theHOMO�1fLUMOandHOMOfLUMOþ1
excitations (|RLþ1R

HR | = |RLþ1β
Hβ |= 0.52, |RLR

H�1R| = |RLβ
H�1β|= 0.40

in the cc-pVDZ basis set) and bears a resemblance to the 11B3u
state of FBP (|RLR

H�1R| = |RLβ
H�1β|= 0.48, |RLþ1R

HR | = |RLþ1β
Hβ |= 0.43

in the cc-pVDZ basis set).
Due to its size, the calculations for the FBP-f-coronene model

were performed only for the 1La state in the AVTZ basis set.
From Table 4 it is evident that the effect of functionalization of
FBP with coronene has much stronger effects than when anth-
racene is used. The EOMCCSD VEE corresponding to the 1La
state is equal 1.63 eV, while the CR-EOMCCSD(T) yields
1.36 eV, which is more than 0.4 eV below the 1La VEEs for the
FBP-(f-anthracene)2 and ZnP-f-anthracene systems. The HOMO
and LUMO orbitals are shown in Figure 5. The 1La is almost
entirely dominated by the HOMOfLUMO excitation (|RLR

HR| =
|RLβ

Hβ| = 0.64 in the AVTZ basis set). It is interesting to note that
the HOMO orbital is to a large extent localized on the FBP
component and on the buffer region between FBP and coronene.
The opposite tendency can be observed for the LUMO orbital,
which is mostly localized on the coronene component.

’PARALLEL PERFORMANCE

In all CC/EOMCC calculations reported in this paper, in-core
algorithms were used. All cluster/excitation amplitudes, electron
integrals, and recursive intermediates were stored in global arrays
(GA).69 GA forms an abstraction layer that alleviates the task of the
developer by isolatingmost of the complexities involved inparallelizing

software that make use of dense matrices. It relies on several
components: a message passing library, the ARMCI one-sided
communication library, and amemory allocator (MA library). Most
of the NWChem modules (including the ones used for this work)
make very little use ofMPI, since themajority of the communication
is managed by the ARMCI one-sided communication library.

In some cases we also employed the CCSD/EOMCCSD
implementations utilizing a new task scheduling approach based
on the global task pool. Typical timings characterizing our
calculations can be summarized as follows.

Figure 6. Scalability of the triples part of the CR-EOMCCSD(T)
approach for the FBP-f-coronene system in the AVTZ basis set: (a)
the time to solution as a function of the number of cores and (b) the
corresponding speedups. Timings were determined from calculations on
the Jaguar Cray XT5 computer system at NCCS (ORNL).
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• The coronene molecule in the cc-pVTZ basis set (888 basis
set functions, 1020 cores, Chinook HP at EMSL): CCSD
iteration, 5.5 min; EOMCCSD iteration, 5.9 min; recursive
intermediates for the triples part of the CR-EOMCCSD(T)
approach, 28.5 min; triples part of the CR-EOMCCSD(T)
method, 2.7 h.

• The FBP-(f-anthracene)2 system in the cc-pVDZ basis set
(802 basis set functions, 1020 cores, ChinookHP at EMSL):
CCSD iteration, 21.5 min; EOMCCSD iteration, 21.5 min;
recursive intermediates for the triples part of the CR-
EOMCCSD(T) approach, 1.48 h; triples part of the CR-
EOMCCSD(T) method, 9.6 h.

• The FBP-f-coronene system in the AVTZ basis set (780
basis set functions, 4096 cores, Jaguar Cray XT5 at ORNL):
CCSD iteration, 21.3 min; EOMCCSD iteration, 22.8 min;
CR-EOMCCSD(T) recursive intermediates, 2.1 h. All these
calculations were performed using eight cores per 12 core
node. It means that effectively 6144 cores have been used.
The scalability of the triples part of the CR-EOMCCSD(T),
which is characterized by the N7 complexity, is shown in
Figures 6a,b. In our test calculations this part of code was
characterized by a very good parallel performance across
120 000 cores. For example, the 6733 s required by the
triples part on 26 672 cores is reduced to 2968, 1623, and
1404 s when 53 326, 100 016, and 120 000 cores are used,
respectively. Again, in these tests eight cores per 12 core
node have been used, which means that 180 000 cores have
been allocated in the largest calculation. Since future parallel
architectures may be characterized by smaller memory per
core, we performed one calculation for 100 008 cores using
all (12) cores per node. The obtained timing of 1787 s is
only slightly worse than the 1623 s obtained with 100 016
cores when eight cores per node are used. For eight cores
per node calculations we used 600 and 600 MB partitioning
for local and global memory, respectively, while in the 12
core per node run we used 600 and 300 MB allocations for
the two types of memory. In order to properly address the
local memory bottleneck, we have developed the new version of
the CR-EOMCCSD(T) approach where all six-dimensional

tensors can be dynamically “sliced” across first two dimen-
sions in order to match available local memory.

’CONCLUSIONS

The functionalization of the porphyrins with two-dimensional
structures (in the current studies coronene was used) has
stronger effects than the functionalization with one-dimensional
structures (anthracene). While for the two types of anthracene
functionalization considered here the resulting VEEs for lowest
excited states of functionalized porphyrins have similar values,
the functionalization of the FBP with coronene significantly
shifts the VEE of the lowest excited state into the infrared region.
We also demonstrated that the functionalization of the porphyr-
ins with the anthracene or coronene significantly alters the
electronic structure of the low-lying excited states. Instead
of the multiconfigurational character of the lowest excited states
of the FBP and ZnP systems, we showed that the lowest states of
the ZnP-f-anthracene, FBP-(f-anthracene)2, and FBP-f-coronene
systems are dominated by the HOMO�LUMO excitations. For
the ZnP-f-anthracene, the CR-EOMCCSD(T) approach, in the
modest AVTZ and cc-pVDZ basis sets, is capable of reproduc-
ing the experimental excitation energies to within 0.1 eV. The
remaining errors can be attributed to basis set effects, missing
correlation effects, and simplified representation of the true mole-
cular system used in the experiment. At the same time, the results
obtained for anthracene and coronene suggest that for the VEEs
corresponding to higher excited states, basis set effects play an
important role.We have also demonstrated that theN7 part of the
CR-EOMCCSD(T) calculations can take advantage of a large
number of cores and the scalability across 120 000 cores can be
achieved.

Our last conclusion concerns the effect of higher-order cor-
relation effects in describing the VEEs for large systems. It was
demonstrated in the previous studies that while for singly excited
states the EOMCCSD approach provides a good description of
corresponding VEEs, for the proper description of doubly excited
states including the effect of triply excited configurations is
indispensable for the qualitative accuracy of the EOMCC calcu-
lations.33 Since these conclusions were inferred from calculations
for small molecular systems, it is important to answer the same
question about the role of particular correlation effects for large
systems. The results of this paper in conjunction with previous
studies35 will help us to understand these problems at least for
singly excited states. Figure 7 contains the deviations of the EO-
MCCSD and CR-EOMCCSD(T) results from the available
experimental values for several systems of different size: Green
Fluorescent Protein Chromophore (82 correlated electrons, POL1
basis set), coronene (108 correlated electrons, cc-pVTZ basis set),
FBP (114 correlated electrons, POL1 basis set), ZnP-f-anthracene
(184 correlated electrons, cc-pVDZ basis set), and oligoporphyrin
dimer P2TA

10,70 (270 correlated electrons, cc-pVDZ basis set).
Although various quality of basis sets have been used, the general
trend can be clearly seen from the Figure.7. One can notice that
noniterative CR-EOMCCSD(T) corrections significantly reduce
the absolute values of the 0.24�0.35 eV EOMCCSD errors to
0.05�0.07 eV (see Figure 7), which clearly demonstrate the in-
creasingly more important role played by triple excitations for
singly excited states of larger molecular systems. Similar studies
for doubly excited states of large systems are facing problems
with locating doubly excited states, which are shifted upward in the
energy spectrum by the EOMCCSD method. For this purpose, in

Figure 7. The EOMCCSD andCR-EOMCCSD(T) errors with respect
to the experimentally available data for the green fluorescent protein
chromophore, coronene, FBP, and oligoporphyrin dimer molecules (see
the text for details).
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the coming studies we will use the sequence of the EOMCCD,
EOMCCSD, andCR-EOMCCSD(T) calculations. The role of the
EOMCCD approximation will be to identify the lowest lying
doubly excited states, which can be used as a starting vectors for
the EOMCCSD approach.

Although the comparison of the EOMCC results with the
TDDFT ones is beyond the scope of this paper, it is worth
mentioning that while for the anthracene, coronene, ZnP-f-
anthracene, and FBP-(f-anthracene)2 the CR-EOMCCSD(T)
and CAM-B3LYP12 results are in a good agreement, for the FBP-
f-coronene one can observe significant discrepancy between the
CR-EOMCCSD(T) and CAM-B3LYP excitation energies cor-
responding to the lowest singlet excited state71 obtained for the
same AVTZ basis set.
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ABSTRACT: The polarizable embedding (PE) approach, which combines quantum mechanics (QM) and molecular mechanics
(MM), is applied to predict solvatochromic effects on excitation energies of several representative molecules in aqueous, methanol,
acetonitrile, and carbon tetrachloride solutions. Good agreement with experimental results for excitation energies and for
solvatochromic shifts is demonstrated on the basis of either density functional theory or coupled cluster methods. Solvent-
dependent trends are fully reproduced in this diverse set of solvents. Furthermore, it is shown that the inclusion of higher order
multipole moments and anisotropic polarizabilities in the electrostatic embedding potentials leads to a faster convergence with
respect to a full QM treatment (within about 0.1 eV of estimated full QM treatments). It is thereby illustrated that the use of
advanced solvent potentials can provide higher accuracy compared to various simpler approaches for the prediction of solvent shifts
and do so in a computationally competitive manner.

1. INTRODUCTION

Quantum chemistry has developed a thorough knowledge
about isolated molecules in vacuum at 0 K. Over the years, many
theoretical methods have been developed and benchmarked for
performance in different contexts. As a result, methods with
known accuracy and computational cost exist for attacking a
variety of chemical problems . These methods are primarily
grounded in density functional theory (DFT) and post-Har-
tree�Fock wave function approaches, and benchmarking is an
active field in (vacuum) quantum chemistry.1�4 However, this
picture changes when we turn to condensed phases in general
and to solvation in particular. Here, the computational demands
increase due to a number of factors: the system size increases
rapidly because of the long-range Coulombic interactions, and
dynamical effects need to be taken into account due to nonzero
temperature effects. Therefore, more often than not, solvation
studies have been addressed within the framework of molecular
mechanics. Indeed, good results have been reported in the
simulation of macroscopic properties.5 However, when proper-
ties directly related to the electronic structure are the focus, it is
necessary to go beyond a completely classical description. One
very obvious case for this is the calculation of electronic excita-
tions due to light absorption.

To be able to treat these processes, one may rely on hybrid
approaches like combined quantum mechanics and molecular
mechanics (QM/MM).6 Here, the system is divided into a
quantum mechanical subsystem (QM), where the excitation

takes place, and the surrounding environment (MM), which is
normally described by the electrostatic potentials of discrete
solvent molecules. Alternatively, the bulk solvent effects can be
described with an implicit solvation model like the conductor-
like solvation model (COSMO)7,8 or the polarizable continuum
model (PCM).9�11 Recently, a combination of QM/MM and
PCM (theQM/MM/PCMmodel) has also been put forward for
the calculation of electronic excitation energies in condensed
phases.12 While the gain in computation cost with an implicit
solvation model is considerable, solvent-specific effects are not
covered well.13 In particular, the effect of hydrogen bonding is
not well reproduced. A further drawback of an implicit approach
is that it is not straightforward to extend to other similar
molecular systems where QM/MM approaches, on the other
hand, have proven beneficial, e.g., for the study of large biomo-
lecular systems.14 However, applying explicit solvent approaches
for the description of solvation effects on excitation energies is a
complex task. Due to temperature effects, it is necessarry to
sample the configurational space of the solute�solvent system.
For this, a molecular dynamics (MD) or Monte Carlo (MC)
simulation approach is needed. This may be carried out in a pure
MM or a QM/MM framework. Furthermore, within the past
decade, full ab initio MD simulations in the framework of
Car�Parrinello MD (CPMD) have become feasible.15 Recently,
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other schemes and combinations thereof have been developed
and applied.16�19 The MD simulation yields many molecular
configurations (often more than 100), all of which have to be
subjected to a QM/MM calculation of the electronic excitation
energy. Therefore, the quality of the solvent description relies on
the quality of the underlying MD simulation, the QM method,
the potentials used in the MM part, and the coupling of the QM
and MM subsystems. In fact, a further practical complication
arises because, normally, depending on the chosen combination
for QM/MM, there are no integrated programs carrying out the
full protocol.

Overall, there is a need for more accurate QM/MMmethods.
This requires an improvement of all relevant components in
order to increase the overall accuracy. While a lot of effort has
been spent to make more accurate QM methods available for
QM/MM treatments, the description of the MM subsystem has
received less attention. To address the former, a coupled cluster
(CC) as well as a DFTQM/MM approach with polarizable force
fields have been introduced.20�22 Furthermore, redesigned im-
plementations of both approaches have recently been presented
using a polarizable embedding (PE) scheme,23,24 adding, among
other things, the possibility to use multipole moments up to
octopoles as well as anisotropic polarizabilities to describe the
electrostatic embedding potential.

We emphasize that the PE approach to QM/MM studied here
uses a fully self-consistent description of the polarization be-
tween the QM (be it DFT or CC) and MM subsystems, for both
the ground and excited states. The need for a balanced descrip-
tion of the polarization when investigating solvation effects was
recognized 15 years ago by Thompson, who introduced a QM/
MM scheme using polarizable force fields and a semiempirical
QM method.25 The pioneering work for QM/MM by Warshel
and Levitt6 also considered mutual polarization of both sub-
systems. Other approaches in that direction include an alter-
native implementation of DFT/MM using polarizable force
fields,26,27 frozen-density embedded density functional
theory,28,29 the effective fragment potential approach,30�32

CASPT2/MM using polarizable force fields,33 and the many-
body expansion scheme.34 The PE scheme differs from other
embedding schemes in that it is derived from a long-range
perturbational analysis of interacting subsystems. The most
important of these effects are then described combining a full
quantum description of one part of the full system, with an
essentially electrostatic description of the remaining parts and
their interaction with the electronic QM system. Therefore, in its
present form, the PE scheme does not take into account short-
range and dispersion effects on the electronic wave functions and
energies, which are of a pure quantum mechanical nature. For
further comparison between different embedding schemes, we
refer to the literature.35

An important reason for using sophisticated electrostatic
potentials is that, in principle, this will allow accurate mimicking
of the effects of hydrogen bonding to theQM system. Hence, one
avoids the need of including the closer lying solvent molecules in
the QM region. Especially for CCmethods, the gain in computa-
tional efficiency is formidable and may be regarded as a pre-
requisite for applying CC methods routinely for QM/MM
studies. Thorough treatment of hydrogen bonding is also man-
datory for QM/MM studies of biomolecular systems where the
border between theQMandMM region is often across hydrogen
bonds. Advanced electrostatic potentials could provide higher
accuracy compared to simpler approaches since, aiming for a

given accuracy, the inclusion of selected parts of the environment
into the QM calculations should be far less important. However,
these considerations are rather general and at least partially lack
numerical evidence. In this paper, we present benchmark calcula-
tions that demonstrate how accurate solvatochromic shifts for
electronic excitation energies can be obtained for a range of
different solvents by applying the PE model in conjunction with
electrostatic potentials derived from ab initio calculations. It is
shown that the accuracy can be improved systematically by
inclusion of higher order multipoles and polarizabilities in the
electrostatic potential. We illustrate how these enhanced electro-
static potentials indeed significantly reduce the importance of
including the nearest solvent molecules in the QM region while
still yielding accurate results.

2. THEORY

In the following, we restrict ourselves to a brief introduction of
the electronic QM/MM interface in the PE approach. A detailed
derivation of ground state energy and response function expres-
sions for DFT and CC can be found elsewhere.23,24 The general
idea of the PE model is an expansion of the surrounding charge
density in classical terms at discrete expansion points. The atomic
sites of the MM region are an obvious choice for the expansion
points, but bond midpoints can also be included. Each expansion
point may be described by localized multipole moments (up to
octopoles) and an anisotropic (or isotropic) polarizability which
allows for dipole�dipole polarization. From this, we obtain an
electrostatic (EPE

es ) and polarization (or induction; EPE
pol) energy

contribution. The former is given by the interaction between the
permanent multipole moments in the MM region and the
electrons and nuclei in the QM region:

EesPE ¼
XS
s¼ 1

XK
k¼ 0

ð � 1Þk
k!

ð
XM
m¼ 1

ZmT
ðkÞ
ms �

XN
i¼ 1

TðkÞ
is ÞQ ðkÞ

s ð1Þ

Here, S is the total number of expansion points s,M is the number
of QM nucleim, with nuclear charges Zm, andN is the number of
electrons i. The interaction tensors Tst

(k) are defined as

TðkÞ
st ¼ rk

s
1

ðjrs � rtjÞ ð2Þ

where rs is a derivative operator with respect to coordinates rs.
Qs

(k) is a multipole moment of kth order located at expansion
point s; i.e., for k = 0, it is a point charge; for k = 1, a dipole
moment; and so on.

The polarization energy due to the mutual polarization
between the environment and QM region is given by

EpolPE ¼ � 1
2
μindðFnuc þ Felec þ FmulÞ ¼ � 1

2
μindF ð3Þ

where the vector μind of length 3S contains the complete set of
induced dipoles. F is the electric field vector containing the fields
from the nuclei, electrons, and multipole moments in the MM
region. To obtain the induced dipoles, one has to include the
mutual interaction with the electric fields from all other induced
dipoles and from the static electric field. This can be cast into a
matrix equation

μind ¼ RðFnuc þ Felec þ FmulÞ ¼ RF ð4Þ
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where R is a symmetric classical response matrix of dimension 3S
� 3S. It is defined as

The inverse of the polarizability tensorsRs are placed along the
diagonal, while the dipole�dipole interaction tensors are found
as off-diagonal elements. An effective operator which couples the
QM system and the environment can be derived from the
presented energy expressions and further generalized to the
calculation of, e.g., vertical electronic excitation energies within
the framework of linear response theory. For details concerning
the DFT (Hartree�Fock) or CC implementation of the PE
model, we refer to the literature.23,24

3. COMPUTATIONAL DETAILS

In the following, we describe the procedure used to compute
the solvatochromic effects. The general concept follows the
sequential Monte Carlo and QM (S-MC/QM) approach intro-
duced by Coutinho and Canuto.36 A classical MD simulation for
the solute in solvation is carried out. From this simulation, we
obtain a set of molecular configurations which are treated at a
higher level of theory to calculate excitation properties of the
system. The configurations are obtained from a thermally
coupled simulation, and therefore they already inherit a
Boltzmann distribution weighting. Thus, the properties of inter-
est can be calculated directly as the average over all configura-
tions. In principle, further information can be gained on the basis
of the distribution of the property values.

Unless otherwise noted, the properties in solution are ob-
tained by averaging over 120 snapshots of an MD simulation
(see below). To save computational resources, in some cases,
only 30 configurations have been used. To indicate the quality of
the averaged results, we report the standard error of the mean
(SEM). The effect of using only one-fourth of the configurations
does not influence the results significantly. The difference
between values averaged from 30 or 120 configurations is about
0.01 eV and therefore well below other effects like basis set
incompleteness, the level of theory, or the approximations of the
electrostatic environment.
3.1. Potential Determination. The multipole moments and

polarizabilities are all obtained in the same way for solutes as well
as solvents. First, the molecules are optimized at the B3LYP37,38/
aug-cc-pVTZ39,40/PCM9,10 level of theory, where we apply the
standard PCM parameters as provided in Gaussian 09.41 Next,
we determine the multipole moments up to octopoles as well as
the anisotropic polarizabilities by applying the LoProp42 ap-
proach as implemented in MOLCAS.43 The properties are
calculated at the B3LYP/a-aug-cc-pVTZ39,40 level for the isolated
molecules in a vacuum using the geometry obtained from the
PCM optimization. The a-aug-cc-pVTZ basis set is a recontrac-
tion of aug-cc-pVTZ to an ANO-type basis, which is necessary for
the LoProp procedure.
Finally, we also obtain atomic point charges with the CHelpG

procedure44 fitted against the electrostatic potential from a
B3LYP/aug-cc-pVTZ calculation again at the PCM optimized
geometries. As an additional constraint, the reproduction of the

molecular dipole moment is imposed on the fitting. These point
charges implicitly contain higher order multipole effects and
therefore cannot be combined with a rigorous multipole moment
expansion. Thus, whenever we only use point charges, we use
those obtained from the CHelpG fitting (except for the compar-
ison of the potentials with their ab initio counterpart), and
otherwise the LoProp point charges are used. It should be
mentioned that the sole purpose of the potentials is to reproduce
as accurate as possible the exact electrostatic environmental
potential and its (direct) response to a change in the solute
electron density. In the following, we identify different approx-
imations to the electrostatic potential as follows: Mm labels the
applied multipole moments, withm = 0, point charges; m = 1, up
to dipoles;m = 2, up to quadrupoles; andm = 3, up to octopoles,
and Pp labels the polarizability of the MM centers, with p = 0, no
polarization; p = 1, isotropic polarizabilities; and p = 2, aniso-
tropic polarizabilities. To identify fitted point charges, we use the
label M*. All potentials which have been obtained for this study
are listed in the Supporting Information.
3.2. Molecular Dynamic Simulations. For all simulations, an

equilibration run of 0.4 ns in time steps of 2 fs followed by a
production run of 1.2 ns is carried out. Configurations are
sampled every 10 ps. This time step is considered sufficient to
obtain statistically uncorrelated configurations. The NVT en-
semble is applied with T = 298 K. All molecules are treated as
rigid bodies. Thus, only intermolecular potentials are considered.
These are based on a 12-6-Lennard-Jones potential and our
M*P1 potentials. The construction of the M*P1 potentials is
described in the previous section. The Lennard-Jones parameters
are taken from the OPLS-AA force field45 as shipped with
TINKER.46

To model aqueous solutions, we used a slightly different
potential, which consists of point charges and a molecular
isotropic polarizability located at the oxygen atom, called the
SPCpol water model.47 This potential was used in all MDs of
aqueous solutions. It was chosen to maintain comparability to
previous studies. Note that we do not expect significant changes
if the M*P1 potential for water had been applied instead. All
simulations have been carried out with the MOLSIM program
package.48

3.3. PE-QM Calculations. The PE-QM calculations are per-
formed using either CAM-B3LYP49/aug-cc-pVDZ39,40 or
CCSD50/aug-cc-pVDZ for the QM part. Inputs are generated
with the WHIRLPOOL program.51 For each configuration, the
solute geometry is extracted, and a cutoff radius of 12 Å from the
center of mass of the solute is applied. All solvent molecules
within the cutoff are included in the electrostatic embedding
potential. The actual PE-QM computations are done with a
development version of the DALTON program.52 Excitation
energies for which the PCM model has been applied are
computed with Gaussian 09.41 All PCM calculations are per-
formed using default settings: atomic radii are taken from
universal force field and scaled by 1.1, and the static/dynamic
dielectric constants are 78.355/1.778 (water), 32.613/1.766
(methanol), 35.688/1.807 (acetonitrile), and 2.228/2.132
(carbon tetrachloride).
3.4. Solvent Potential Analysis.To analyze the quality of the

solvent potentials used in this work, the electrostatic potentials
due to the multipole moments are compared to a QM reference.
The QM calculations are performed at the same level of theory
and geometry as the corresponding calculation of the potential
parameters, i.e., at the B3LYP/aug-cc-pVTZ level using the
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B3LYP/aug-cc-pVTZ/PCM geometry. For the analysis of the
electrostatic potential due to induced dipole moments, we apply
a static electric field in the x, y, and z directions with a magnitude
of 0.01 au. The electrostatic potential is sampled at a number of
points surrounding a single solvent molecule. The sampling
volume consists of an inner boundary defined by interlocking
atom-centered van der Waals spheres. The outer boundary is
similarly defined using van derWaals spheres which have a radius
of 4 times the van der Waals radii. The hydrogen van der Waals
radius is from ref 53, and all other are from ref 54. Inside the
volume, a number of points are uniformly distributed with a
distance of 0.1 Å in the x, y, and z directions. This leads to
978 261, 1 343 269, 1 546 866, and 2 435 010 sampling points for
water, methanol, acetonitrile, and carbon tetrachloride, respec-
tively. In order to inspect the quality of the electrostatic
potentials with respect to the distance from the molecule, we
divide the entire volume into smaller subvolumes defined by an
inner and outer boundary which is defined by van der Waals
radius scaling factors, Kvdw, and calculate the root-mean-square
deviation (RMSD) over all points inside each subvolume. Each
subvolume has a thickness of 0.05Kvdw. The root-mean-square
deviation (RMSD) is calculated as

RMSD ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N

X
a

ðjes
a � jQM

a Þ2
s

ð6Þ

where a is a sampling point, N is the total number of sampling
points, andja

es andja
QM are the electrostatic potentials at point a

due to the solvent potential and the QM reference, respectively.
In the case of induced dipoles, the QM reference potential is
obtained by subtracting the unperturbed electrostatic potential
from the potential obtained in the external field.
The grid generation and calculation of electrostatic potentials

due to the multipoles is handled by the Whirlpool program.
Whirlpool also creates the input necessary for the QM calcula-
tions which are carried out using the DALTON program. The

subsequent comparisons between the electrostatic potentials are
also performed using the Whirlpool program.

4. RESULTS AND DISCUSSION

4.1. Analysis of the Solvent Potentials. The quality of the
solvent potentials, derived from the LoProp and CHelpG
schemes, is evaluated by a comparison between the electrostatic
potentials created by the multipole moments and the corre-
sponding QM reference. The RMSDs between the electrostatic
potentials with respect to the distance from the molecule are
presented in Figure 1 in the case of permanent multipoles and
Figure 2 in the case of induced dipoles.
The general observations for the permanent multipole mo-

ments derived from the LoProp procedure for all the considered
solvents is that the electrostatic potential is reasonably well
reproduced far away from the molecule, even at the lowest level,
i.e., the M0 potential. However, as we approach midrange
distances, the electrostatic potential due to M0 and M1 worsens,
while the M2 and M3 potentials still retain good accuracy due to
the higher order multipole moments. At short and especially very
short range, the deviation from the QM reference increases
rapidly for all potentials.
The M1 potential gives the poorest description in all cases,

except atmid and long ranges for methanol and acetonitrile, where
it performs slightly better than the M0 potential. We also observe
that the general short-range performance of the M2 potential is
better than or equal to the M3 potential. However, in the case of
carbon tetrachloride, theM3 potential performs very well except at
very short distances. Here, it is also worth noting that the M0
potential gives similar results to those of the M2 potential. The
most noteworthy result is that the M* potential generates electro-
static potentials of almost the same quality as the M2 potential
except for a water molecule. This is expected because the charges
have been fitted against the QM electrostatic potential. The less
accurate description for water can be explained by the fact that
there are only three charges, which does not give enough flexibility

Figure 1. Plots of the RMSD in au between the electrostatic potentials created by permanent multipole moments and a QM reference with respect to
distance from the molecular surface defined by interlocking atomic van der Waals spheres.
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to reproduce higher order multipoles. Thus, only a marginally
better description than with the M0 potential is achieved.
The quality of the polarizabilities is tested through the induced

electrostatic potential created by induced dipoles generated by a
static electric field. In general, we observe that the anisotropic
polarizabilities, i.e., P2, give a better reproduction of the QM
electrostatic potential than the isotropic polarizabilities, i.e., P1.
However, for water and partly alsomethanol, the difference is less
pronounced due to the overall lower magnitude of the polariz-
abilities of these molecules. The opposite is true in the case of
acetonitrile and carbon tetrachloride, where we observe that the
anisotropic polarizabilities perform much better—especially at
short distances.

4.2. Acrolein in Water. A previous QM/MM study on
acrolein solvated in water55 revealed that even a point charge-
and-polarizable potential (equivalent to M*P1 in our notation)
was not sufficient to describe the solvatochromism of the two
lowest excited states. Especially the π�π*-transition suffered
from an inadequate description of the environment, and the
inclusion of 14 water molecules into the QM region was needed
to achieve converged results. It has already been shown that the
new PE-DFT approach remedies these shortcomings if higher
multipoles and polarizabilities are taken into account (e.g., a
M2P2 potential), and very good agreement with experimental
results was obtained.23 Here, we repeat the investigation of
including solvent molecules into the QM region, now with the
more advanced M2P2 potential, to investigate the convergence
with respect to a full QM treatment. We use the same 120
configurations as in ref 55. Results are given in Table 1.
From this analysis, we first note that we approach the same

limit for the excitation energies with an increasing number of QM
water: 4.05 eV vs 4.04 eV (this study) for the n�π* state and
5.97 eV vs 5.95 eV (this study) for the π�π* state, although the
previous study used the TIP3P water potential56 for the MM
region. This shows that we indeed approach the limit of a full QM
treatment. Of course, 14 water molecules are not sufficient to
describe bulk effects (and therefore the MM region cannot be
neglected), but the numerical experiment shows that the long-
range Coulomb effects can be modeled using simpler solvent
potentials. This is consistent with the analysis of the solvent
potentials in the previous section. Furthermore, we observe that
the PE(M2P2)-CAM-B3LYP result without any QM treated
solvent molecules is already within 0.1 eV of this limit, which
halves the deviation for the π�π* excitation in comparison with
the point charge only embedding. It should also be pointed out
that, with the M2P2 potential, only two additional water
molecules in the QM region are necessary to reproduce the limit
of 14 water molecules. Depending on the excited state, these
molecules have to be those closest to the oxygen atom or to the
double bond. No significant additional improvement is obtained

Table 1. Excitation Energies (Eexc) and Shifts (Δ) for Acro-
lein in Water with PE-CAM-B3LYP/aug-cc-pVDZ and Dif-
ferent Numbers of Solvent Molecules (#QM-solv) Next to the
Double Bond (CdC) or the Oxygen Atom (O) Included in
the QM Regiona

Eexc Eexc
force

field

#QM-solv

(CdC)

#QM-solv

(O) (n�π*) Δb (π�π*) Δb

TIP3Pc 0 0 4.04 0.26 6.21 �0.20

M2P2 0 0 4.11 0.33 6.05 �0.36

M2P2 2 0 4.11 0.33 5.96 �0.45

M2P2 4 0 4.11 0.33 5.93 �0.48

M2P2 6 0 4.10 0.32 5.92 �0.49

M2P2 0 2 4.07 0.29 6.05 �0.36

M2P2 2 2 4.08 0.30 5.97 �0.44

M2P2 4 2 4.07 0.29 5.94 �0.47

M2P2 8 6 4.04 0.26 5.95 �0.46

expc 3.94 0.25 5.90 �0.52
aValues are given in eV. All averaged excitation energies have a SEM of
(0.01. bGas phase: CAM-B3LYP/aug-cc-pVDZ//B3LYP/aug-cc-
pVTZ. cTaken from ref 55.

Figure 2. Plots of the RMSD in au between the induced electrostatic potentials created by induced dipole moments and a QM reference with respect to
distance from the molecular surface defined by interlocking atomic van der Waals spheres.
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by the successive inclusion of more molecules. This is in contrast
to the TIP3P case where a monotonic convergence with an
increasing QM region was observed for the π�π* state.55 In
passing, we note the good agreement of PE-CAM-B3LYP results
with experimental results for the excitation energies as well as for
the solvatochromic shifts.
4.3. Solvatochromism in Acetone. Encouraged by the good

results of the PE model for water as the solvent, we investigated
its applicability to other solvents. For this purpose, we exam-
ined the lowest excitation of acetone in water, methanol,
acetonitrile, and carbon tetrachloride following the same pro-
cedure as outlined before. The data are extended by the

inclusion of octopole moments in the solvent potentials and
the use of PE-CCSD.
The results are given in Tables 2�5. Recent experimental57

and calculated PCM-DFT values are also listed for comparison.
The general trends are solvent-independent. Good results with
respect to experimental results are achieved using PE-CAM-
B3LYP at the M2P2 level with deviations for excitation energies
below 0.1 eV and for solvatochromic shifts of only 0.02 eV or less.
Thereby, the largest blue shift found in water (experimental,
0.22 eV;M2P2, 0.24 eV) and the red shift in CCl4 (experimental,
�0.03 eV; M2P2, �0.04 eV) are predicted correctly. The
application of multipoles of higher order than quadrupole

Table 2. Excitation Energies for Acetone in Water with
Respect to Different Force Fields for PE-QM Calculations
with CAM-B3LYP (CB3) and CCSD (CC) and Different
Numbers of Solvent Molecules (#QM-solv) Included in the
QM Regiona

CB3 CC

solv. model #QM-solv Eexc(n�π*) Δb Eexc(n�π*) Δc

PCM 0 4.59 0.08

M*P0 0 4.60 ( 0.01 0.09 4.66( 0.01d 0.08

M2P0 0 4.63( 0.02d 0.12 4.69( 0.02d 0.11

M*P2 0 4.69( 0.02d 0.18 4.75( 0.02d 0.17

M2P2 0 4.75( 0.02 0.24 4.80( 0.03d 0.22

M3P2 0 4.74( 0.01 0.23

M2P2 1 4.70 ( 0.01 0.19

M2P2 2 4.68( 0.01 0.17

expe 4.68 0.22
aThe aug-cc-pVDZ basis set was used. Excitation energies (Eexc(n�π*))
and shifts (Δ) are given in eV and are averaged over 120 configurations,
except where it is noted otherwise. bGas phase: CAM-B3LYP/aug-cc-
pVDZ//B3LYP/aug-cc-pVTZ. cGas phase: CCSD/aug-cc-pVDZ//
B3LYP/aug-cc-pVTZ. dBased on 30 configurations. eTaken from ref 57.

Table 3. Excitation Energies for Acetone in Methanol with
Respect to Different Force Fields for PE-QM Calculations
with CAM-B3LYP (CB3) and CCSD (CC) and Different
Numbers of Solvent Molecules (#QM-solv) Included in the
QM Regiona

CB3 CC

solv. model #QM-solv Eexc(n�π*) Δb Eexc(n�π*) Δc

PCM 0 4.59 0.08

M*P0 0 4.55 ( 0.00 0.04 4.60( 0.01d 0.02

M2P0 0 4.54( 0.01d 0.03 4.60( 0.01d 0.02

M*P2 0 4.61( 0.02d 0.10 4.66( 0.02d 0.08

M2P2 0 4.64( 0.01 0.13 4.67( 0.02d 0.09

M3P2 0 4.63( 0.01 0.12

M2P2 1 4.60 ( 0.01 0.09

M2P2 2 4.60( 0.01 0.09

expe 4.58 0.12
aThe aug-cc-pVDZ basis set was used. Excitation energies (Eexc(n�π*))
and shifts (Δ) are given in eV and are averaged over 120 configurations,
except where it is noted otherwise. bGas phase: CAM-B3LYP/aug-cc-
pVDZ//B3LYP/aug-cc-pVTZ. cGas phase: CCSD/aug-cc-pVDZ//
B3LYP/aug-cc-pVTZ. dBased on 30 configurations. eTaken from ref 57.

Table 4. Excitation Energies for Acetone in Acetonitrile with
Respect to Different Force Fields for PE-QM Calculations
with CAM-B3LYP (CB3) and CCSD (CC) and Different
Numbers of Solvent Molecules (#QM-solv) Included in the
QM Regiona

CB3 CC

solv. model #QM- solv Eexc(n�π*) Δb Eexc(n�π*) Δc

PCM 0 4.59 0.08

M*P0 0 4.52 ( 0.00 0.01 4.59( 0.01d 0.01

M2P0 0 4.52( 0.01d 0.01 4.58( 0.01d 0.00

M*P2 0 4.55( 0.01d 0.04 4.61( 0.01d 0.03

M2P2 0 4.55( 0.00 0.04 4.60( 0.01d 0.02

M3P2 0 4.54( 0.00 0.03

M2P2 1 4.54 ( 0.00 0.03

M2P2 2 4.53( 0.00 0.02

expe 4.52 0.06
aThe aug-cc-pVDZ basis was used. Excitation energies (Eexc(n�π*))
and shifts (Δ) are given in eV and are averaged over 120 configurations,
except where it is noted otherwise. bGas phase: CAM-B3LYP/aug-cc-
pVDZ//B3LYP/aug-cc-pVTZ. cGas phase: CCSD/aug-cc-pVDZ//
B3LYP/aug-cc-pVTZ. dBased on 30 configurations. eTaken from ref 57.

Table 5. Excitation Energies for Acetone in Carbon Tetra-
chloride with Respect to Different Force Fields for PE-QM
Calculations with CAM-B3LYP (CB3) and CCSD (CC) and
Different Numbers of Solvent Molecules (#QM-solv) In-
cluded in the QM Regiona

CB3 CC

solv. model #QM- solv Eexc(n�π*) Δb Eexc(n�π*) Δc

PCM 0 4.52 0.01

M*P0 0 4.46 ( 0.00 �0.05 4.53( 0.00d �0.05

M2P0 0 4.45( 0.00d �0.06 4.52( 0.00d �0.06

M*P2 0 4.48( 0.00d �0.03 4.55( 0.00d �0.04

M2P2 0 4.47( 0.00 �0.04 4.54( 0.00d �0.05

M3P2 0 4.48( 0.00 �0.03

M2P2 1 4.47( 0.00 �0.04

M2P2 2 4.46( 0.00 �0.05

expe 4.43 �0.03
aThe aug-cc-pVDZ basis set was used. Excitation energies (Eexc(n�π*))
and shifts (Δ) are given in eV and are averaged over 120 configurations,
except where it is noted otherwise. bGas phase: CAM-B3LYP/aug-cc-
pVDZ//B3LYP/aug-cc-pVTZ. cGas phase: CCSD/aug-cc-pVDZ//
B3LYP/aug-cc-pVTZ. dBased on 30 configurations. eTaken from ref 57.
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moments in the electrostatic potential has no significant effect.
The inclusion of solvent molecules in the QM region does not
increase the quality of the n�π* state description. The PE-CAM-
B3LYP results are in close correspondence with the PE-CCSD
results, which yield slightly higher excitation energies (about
0.05 eV), but the shifts are almost identical.
Finally, a remark about the application of PCM-TDDFT is

needed. One can argue that the results for the excitation energies
are in an acceptable agreement with experimental results
(all within 0.1 eV). However, relative shifts due to the solvent
are as important as absolute excitation energies when solvato-
chromism is considered. In Figure 3, the shifts in different
solvents obtained from the experiment as well as from some
theoretical methods are shown. Clearly, PCM-TDDFT cannot
reproduce this trend and is therefore not sufficient to describe
relative shifts between different solvents. As expected, the devia-
tions are largest for water and methanol where hydrogen bonds
play a crucial role. These effects are not described at a sufficient
level of theory by the PCM treatment. PCM also does not predict
a red shift in CCl4. For a more extensive discussion about the
short-comings of (standard) continuum solvation models to
describe the relative solvation shifts in acetone, see ref 13.
The trend of the solvatochromic shifts is improved by using a

discrete solvation description, as can be seen from the PE(M*P0)
results, but still deviates from what is found in the experiment.
When polarization and higher multipoles are taken into account,
very good agreement with experimental findings is achieved.
4.4. Solvatochromism in Pyridazine. To present an alter-

native case, we also calculated the solvatochromic shift of
pyridazine in water, methanol, and acetonitrile. We limited the
study to the M*P0, M*P1, and M2P2 potentials. For the M2P2
potential, up to two solvent molecules have been included in the
QM region. The shifts are shown in Figure 4. Additionally, all
excitation energies are listed in the Supporting Information.
The findings are very similar to those from the study of

acetone. Convergence of the results is reached at the M2P2
level, and the computed shifts are in good agreement with
experimental measurements (within 0.07 eV), while the devia-
tion at the M*P0 level can be as high as 0.17 eV. The absolute
excitation energies are about 0.1 eV too high compared to
experimental results (see the Supporting Information), but some
level of disagreement of the absolute excitation energy is to be
expected given the after-all limited accuracy of the QM method,
i.e., the CAM-B3LYP functional, as well as the neglect of nuclear

relaxation and vibrational effects on the spectral profile. For
acetonitrile, the difference between the M*P0 and M2P2 levels is
least pronounced. Note that the agreement between experimen-
tal results and PE-CAM-B3LYP using the M*P0 potential is
marginally better than that with the M2P2 potential, but the
opposite is true with respect to the inclusion of solvent molecules
in the QM region. However, effects are small, and the correct
relative trend compared to water and methanol is obtained. In a
previous study by one of us regarding the solvent shift in
pyridazine in aqueous solution based on the SPCpol potential,
which is similar to M*P1, it was found that the QM treatment of
the two nearest water molecules is necessary to achieve a
satisfying description of the solvent effects.59 However, accord-
ing to our observations, this is not necessary when using the
M2P2 potential. Again, this finding is transferable to the other
solvent potentials.

5. SUMMARY AND CONCLUSION

The polarizable embedding approach to the QM/MM de-
scription of solvent effects has been used for the first time to
systematically explore the solvatochromic effects from solvents
other than water, namely, methanol, acetonitrile, and carbon
tetrachloride. For all solvents, good agreement with experimental
results is observed for the solvatochromic shifts. Experimental
excitation energies are reproduced with deviations of less than
0.1 eV, and shifts with respect to vacuum are in even better
agreement, as they fully reproduce the solvent-dependent trends.
The PE method continues to be an accurate and efficient tool
also for cases where continuum models are likely to fail, e.g.,
when hydrogen bonding is important. The level of agreement
over such diverse solvents is truly nontrivial and even better than
we expected. For fairness, in relation to the much better results of
the polarizable embeddingQM/MM type of approach compared
to the continuum approaches, it should be recalled that the
continuum approach requires only a single calculation, while the
QM/MM approach requires many calculations and an MD
simulation for generating the structures for such calculations.

In this paper, we have shown that the inclusion of higher order
multipole moments in the solvent potentials leads to faster
convergence with respect to a full QM treatment. Most often,
up to quadrupole moments and anisotropic polarizabilities are
sufficient to cover environmental effects. The successful applica-
tion of our approach to new solvents is also encouraging in
relation to biomolecular studies. Most likely, the potentials can

Figure 3. Solvatochromic shifts for the first n�π* electronic excitation
energy of acetone. Theoretical results are based on CAM-B3LYP/aug-
cc-pVDZ computations with the specified environment model (PCM or
PE).

Figure 4. Solvatochromic shifts for the first n�π* electronic excitation
energy of pyridazine in different solvents. Theoretical results are based
on CAM-B3LYP/aug-cc-pVDZ computations and the indicated polar-
izable embedding potentials. Experimental results (taken from ref 58)
are given as a dashed line.
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be retrieved from ab initio calculations as demonstrated here for
several solvents. First results confirm this conclusion.24,33,60 In
addition, we have shown the great potential of PE-CC to
benchmark PE models on the basis of a more simplified QM
description.

A good quality potential and explicit consideration of polar-
ization effects are necessities for good results, as has been
demonstrated. To improve the PE approach further, other issues
of the procedure need to be addressed. The treatment of flexible
molecules must be taken into account when larger (and less
rigid) molecules in solution are to be considered. Additionally,
the QM/MM interface might benefit from a description of Pauli
repulsion and of dispersion effects at the electronic level. The
documented accuracy and possibility to combine the PE model
with CC approaches allows not only a systematic improvement
of the QM description but that of the MM region as well.
Therefore, the PE method qualifies as a reliable benchmark
reference against which other methods can be assessed.
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ABSTRACT:GGA+U calculation were performed for oxides of Ti, V,Mo, andCewith the objective of establishing the best value of
the parameterUeff to use in order tomatch the calculated reduction and oxidation energies of each oxide with experimental values. In
each case, the reaction involved the hydrogen reduction of an oxide to its next lower oxide and the formation of water. Our
calculations show that the optimal value of Ueff required to match calculated and experimental values of the reaction energy are
significantly different from those reported in the literature based onmatching lattice parameters or electronic properties and that the
use of these values of Ueff can result in errors in the calculated redox energies of over 100 kJ/mol. We also found that, when an
element exhibits more than two oxidation states, the energy of redox reactions between different pairs of these states are described by
slightly different values of Ueff.

’ INTRODUCTION

The oxides of transition and rare earth metals, such as Ti,
V, Cu, La, and Ce, are often used as catalysts for industrially
important reactions.1�6 Consequently, quantum chemical calcu-
lations for such elements are of much interest, and density
functional theory (DFT) is one of the tools commonly applied
to such systems. The catalytic properties of these materials are
attributed to their reducibility,7�9 where lower oxidation states
correspond to occupied d and f orbitals. At the same time, d and f
electrons also present difficulties for DFT calculations, because
this method tends to delocalize d and f electrons excessively.10,11

These difficulties affect a broad spectrum of oxide properties,
including crystal lattice parameters, conductivity, and energies of
oxide reduction and oxidation.

The difficulty in obtaining accurate property predictions for
transition metal oxides from DFT calculations has been recog-
nized for some time. Despite attempts to use hybrid functionals
and dynamical mean-field theory to treat the problem, DFT with
generalized gradient approximation (GGA) functionals remains
an economical choice, and therefore, corrections directed at
specific drawbacks of the method are introduced.

It is generally understood that the main source of error in DFT
for d and f electrons is their correlated nature. A commonly used
ad hoc method for improving the description of d and f electrons
is the DFT+Umethod, in which an “on-site” potential is added to
introduce intra-atomic interactions between the strongly corre-
lated electrons. Most recent articles have used the potential
proposed by Dudarev et al.,12 which has the form

E ¼ ðU � JÞ
2 ∑

σ
ðnm, σ � nm,σ

2Þ ð1Þ

where U and J are the effective Coulomb and exchange para-
meters, respectively, and n is the occupation number of a d orbital
number m with spin σ. U and J can, in principle, be computed

from first principles. In reality, however, the theoretical values of
U and J give poor results, and therefore, these parameters are
adjusted by fitting to experimental data, such as the oxide band
gap or the lattice parameters. Because eq 1 depends on only the
difference, U� J, can be replaced with one variable Ueff = U� J
for the sake of brevity.

The value ofUeff is element-specific, and at least one study has
suggested that it is transferable between different oxidation states
of a given element.13 Ueff is usually determined empirically, to fit
some specific physical property, most often the crystal lattice
parameters or the band gap between the occupied and unoccu-
pied states.7,14,15 The principal problemwith this approach is that
no two properties are described well by the same value of Ueff,
and therefore, a value is picked that minimizes the average error
in several properties.

Application of the on-site interaction term to transition metal
oxides has been recognized as necessary because of its strong
influence on the orbital energies of the occupied d and f states
and, as a consequence, on the formation energy of oxygen
vacancies formed during reactions that proceed through a
Mars�van Krevelen mechanism. For the purposes of catalytic
chemistry, we are interested in values of Ueff that accurately
describe redox reactions. Several authors have shown that the
oxygen vacancy formation energy depends strongly on the value
of Ueff.

10,16 A notable problem with this approach is that experi-
mental formation energies of oxygen vacancies are difficult to
evaluate, and consequently, different authors have reported
different values of Ueff for the same element.7,8,10,13,17�20

Chemisorption energies for probe molecules can serve as a more
reliable test of the value of Ueff. For example, CO can react with
an oxide to form CO2, which remains adsorbed as a surface
carbonate. The net effect of this reaction is that the metal oxide is
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reduced. As the d band of the oxide becomes partially filled, the
value ofUeffwill have an effect on the computed adsorption energy.
Huang and Fabris21 analyzed the energetics of CO adsorption on
CeO2 as a function of Ueff, providing evidence that the value of
this parameter presently used in the literature (Ueff > 4 eV)
can lead to severe overestimation of the binding energy of CO to
ceria when surface reduction is involved, whereas the values
Ueff = 2�3 eV are more appropriate. Still, experimental adsorp-
tion energies tend to have a large range, depending on the
condition of the surface and the experimental technique used to
measure them. Therefore, the effect of the value of Ueff on the
redox reaction energies has not been settled.

In this work, we consider the redox pairs TiO2/Ti2O3, V2O5/
VO2/V2O3, MoO3/MoO2, and CeO2/Ce2O3. We used bulk
oxides in order to avoid the need to determine surface structures.
To avoid the difficulties associated with the description of O2 by
DFT,13 we chose H2 as the reducing agent and gas-phase H2O as
the oxidizing agent. The reduction energy of each oxide was
comparedwith values determined from the experimentally obtained
energies of formation. We show that values of Ueff obtained by
fitting the lattice parameters or the band gap can lead to significant
errors in the reduction energy of the transition or rare earth oxides.

’COMPUTATIONAL APPROACH

All calculations were performed using the VASP 4.6
package.22,23 We used the revised Perdew�Burke�Ernzerhof
(PBE) functional24 and the projector-augmented wave (PAW)
potentials.25,26 The plane-wave cutoff was set to 500 eV. For
integration over the Brillouin zone, Γ-centered sets of k points
were tested to achieve convergence better than 1 meV/atom.
The resulting sets are 17� 17� 7 for TiO2, 5� 5� 5 for Ti2O3,
3� 9� 9 for V2O5, 5� 5� 11 for VO2, 7� 7� 7 for V2O3, 6�
1 � 6 for MoO3, 13 � 13 � 13 for MoO2, 11 � 11 � 7 for
Ce2O3, and 7� 7� 7 for CeO2. Integrationwas performed using
the tetrahedron method with Bl€ochl corrections.27 The crystal
symmetry and magnetic properties of each oxide are listed in
Table 1. The corundum structures of Ti2O3 and V2O3 have two
choices of the unit cell in use: the primitive rhombohedral unit
cell with compositions V4O6 and Ti4O6 and the hexagonal unit
cell with compositions V12O18 and Ti12O18. The transformation
of the lattice vectors and coordinates between the rhombohedral
and hexagonal unit cells was described by Cousins.28We used the
rhombohedral cell for our calculations, but the lattice parameters
discussed in the text correspond to the hexagonal lattice, as it is
the one more commonly discussed. The oxide structures were
fully optimized for each value of Ueff tested. All calculations were

Table 1. Symmetry and Magnetic Properties of the Oxides

oxide symmetry magnetic arrangement at STPa

TiO2 P42/mnm diamagnetic

Ti2O3 R3c diamagetic

V2O5 Pmmn diamagnetic

VO2 P21/c diamagnetic

V2O3 R3c paramagnetic

MoO3 Pbnm diamagnetic

MoO2 P21/c paramagnetic

CeO2 Fm3m diamagnetic

Ce2O3 P3m1 antiferromagnetic
a STP = standard temperature and pressure.

Table 2. Experimental Enthalpy of Formation and Enthalpy
Change between 0 and 298.15 K

ΔfH298.15� (kJ/mol) H298.15� � H0� (kJ/mol)

H2 0 835

H2O �24236 1336

TiO2 �94437 937

Ti2O3 �152138 1438

V2O5 �155139 2139

VO2 �71437 N/A

V2O3 �121738 1738

MoO3 �74540 1340

MoO2 �58940 840

CeO2 �109041 1041

Ce2O3 �180041 2141

Table 3. Dependence of Lattice Parameters (in Å) on Ueff

Ueff (eV)

experiment 0.0 2.0 5.0 8.0

TiO2
42

a 4.594 4.687 4.701 4.721 4.742

c 2.959 2.981 3.011 3.055 3.096

Ti2O3
43

a 5.16 5.20 5.24 5.31 5.37

c 13.61 13.78 13.88 14.06 14.24

V2O5
44

a 11.512 11.588 11.583 11.917 11.978

b 3.564 3.597 3.624 4.526 4.549

c 4.368 5.339 5.382 3.685 3.704

VO2
a.45

a 5.743 5.861 5.696 5.707 5.761

b 4.517 4.609 4.665 4.682 4.701

c 5.375 5.485 5.506 5.516 5.382

V2O3
46

a 4.95 5.03 5.13 5.16 5.29

c 14.00 14.30 14.20 14.58 14.29

MoO3
47

a 3.963 4.047 4.020 3.967 3.904

b 13.855 17.184 17.180 17.140 17.203

c 3.696 3.682 3.704 3.747 3.793

MoO2
48

a 5.611 5.657 5.671 5.699 5.730

b 4.856 4.896 4.908 4.933 4.959

c 5.623 5.675 5.689 5.717 5.747

CeO2
49

a 5.411 5.499 5.504b 5.522 5.536

Ce2O3
50

a 3.891 3.88 3.92 3.96 3.97

c 6.059 6.04 6.11 6.16 6.19
a θ = 122.61�, 122.61�, 121.961�, 121.808�, and 121.841� for experiment
and Ueff = 0.0, 2.0, 5.0, and 8.0 eV, respectively. bValue computed for
Ueff = 1.0 eV.
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initiated with the experimentally known values of the lattice
parameters (see Table 3 below). The effect of Ueff on the oxide
lattice parameters was determined, as well as the redox energy for
each of the oxide pairs of interest.

Experimental enthalpies of formation used in this work are
listed in Table 2. Because the energy changes determined by our
calculations correspond to 0 K, to compare energies of reactions,
it is necessary to subtract the enthalpy difference between 0 and
298.15 K. Unfortunately, we were not able to find the change in
entropy of formation for VO2 between 0 and 298.15 K. We note,
however, that, for the overall redox reactions, this correction is
below 6 kJ/mol, which is comparable to the error inherent in our
theoretical method. Therefore, we chose not to make the correc-
tion in the enthalpy change with temperature.

’RESULTS AND DISCUSSION

Oxidation Energy. The effect of Ueff on the energy of reduc-
tion of TiO2 to Ti2O3 according to the reaction

2TiO2 + H2 ¼ Ti2O3 + H2O ð2Þ

is shown in Figure 1. The experimental energy, 125 kJ/mol, is
matched for Ueff = 2.3 eV. This value is significantly smaller
than that suggested by Morgan and Watson, Ueff = 4.2 eV,
which was obtained by optimizing the position of the oxygen
vacancy states in the electronic spectra of rutile.14 Our finding
is similar to the conclusion of Hu and Metiu in a recent
publication.29 They recommended using a Ueff value between
2 and 3 eV. The authors used this value of Ueff to compare the
concentration of oxygen vacancies in rutile and anatase.30 We
note, however, that the value of Ueff determined by Morgan and
Watson overestimates the enthalpy change for reaction 2 by
17 kJ/mol.
Vanadium is the only element for which we considered more

than two oxides. Therefore, it is an instructive example of the
limitations of the DFT+U methodology. Figures 2 and 3 sum-
marize the dependence on U of the reactions

V2O5 + H2 ¼ 2VO2 + H2O ð3Þ

V2O5 + 2H2 ¼ V2O3 + 2H2O ð4Þ
The two reactions also can be combined to obtain

2VO2 + H2 ¼ V2O3 + H2O ð5Þ
The experimental reaction enthalpies are �119 kJ/mol for
reaction 3, �150 kJ/mol for reaction 4, and �31 kJ/mol for
reaction 5. From Figures 2 and 3, one can see that, although the
optimal values of the on-site repulsion term are similar for the
three reactions, they are not identical. The optimal values of Ueff

for reactions 3 and 4 are 2.3 and 1.8 eV, respectively. The diffe-
rence between these two values is in line with that reported by
Wang et al.13 The optimal value for reaction 5 is Ueff = 1.1 eV.
Therefore, although the equilibrium between V2O5 and V2O3

seems to be described reasonably well, VO2 is artificially desta-
bilized by the same choice of the parameter. By contrast, Scanlon
et al. suggested Ueff = 4.0 eV based on a comparison of the
computed electronic spectra with the experimental ultraviolet
photoelectron spectroscopy (UPS) and X-ray photoelectron
spectroscopy (XPS) data.7 This value results in enthalpies that
are lower than those observed experimentally by about 100 kJ/mol
for each of the reactions. Figures 2 and 3 also show that the
relative energies of the reactions diverge, rather than shifting by a

Figure 2. Enthalpy of reduction (kJ/mol) of V2O5 to VO2 and V2O3

versus on-site Coulomb repulsion, Ueff (eV).

Figure 3. Enthalpy of reduction (kJ/mol) of VO2 to V2O3 versus on-
site Coulomb repulsion, Ueff (eV).

Figure 1. Enthalpy of reduction (kJ/mol) of TiO2 to Ti2O3 versus on-
site Coulomb repulsion, Ueff (eV).
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constant value, which makes calculations for metals with multiple
oxidation states particularly sensitive to the choice of Ueff.
The energy of reduction for the reaction

MoO3 + H2 ¼ MoO2 + H2O ð6Þ
is 86 kJ/mol and can be matched using a value ofUeff = 8.6 eV, as
can be seen from Figure 4. Once again, this value differs from
those previously reported. Coquet and Willock8 used the DFT
+U method with the PBE functional to study the formation of
oxygen defects on the (010) surface of R-MoO3. From compar-
ison of periodic plane-wave and cluster calculations, they arrived
at the value of Ueff = 6.3 eV. On the other hand, in a study of
magnetism in MoO2, Wang et al.17 used a range of values for Ueff

between 1 and �1 eV, citing weak correlation in Mo.
Cerium dioxide (CeO2) is used as an oxygen-storage material

for the three-way control of automotive emissions. Consequently,
a number of authors have examined the issue of parametrization
of the DFT+U method. Fabris et al.10 suggested that the optimal
value of Ueff required to match the energy for the reaction

2CeO2 ¼ Ce2O3 +
1
2
O2 ð7Þ

is around 1 eV for GGA+U with atomic-like orbital projectors.
Jiang et al.18 used GGA+U to compute the effects of oxygen
partial pressure on the CeO2 surfaces. They calibrated Ueff to the
electronic spectra and arrived at a value of 6.3 eV. Skorodumova
et al.16 have published several articles on cerium oxides, and in a
recent publication, they dealt with the choice of the Coulomb
repulsion parameter for reaction 7. The raw data suggested an
optimal value of Ueff for the GGA functional of about 2 eV;
however, the authors noted that the binding energy of O2 used in
their calculations was overestimated, and hence, they recom-
mended the value ofUeff = 5 eV. Nolan et al.

19 obtained a value of
Ueff in their study of ceria surfaces based on the degree of delo-
calization of the f electrons. They observed that, for Ueff < 5, the
electrons were partly delocalized, but at Ueff = 5 eV, localization
became complete, leading them to conclude that the appropriate
value was Ueff = 5 eV. This value of Ueff was later used for a study
of NO2 adsorption on ceria.

31 Castleton et al. optimized the value
ofUeff for electronic spectra and structure and recommendedUeff

= 5.5 eV for GGA+U, conceding it as a compromise between
several properties. Da Silva et al.32 compared the performances

of the hybrid and GGA functionals, including GGA+U. They
noted the large deviation of the oxidation energy with a typical
estimation of Ueff = 4.5 eV from the experimental values and
suggested that the value of 2 eV be used instead. This conclusion
coincides with the results of Loschen et al.33 Huang and Fabris21

also suggested a value for Ueff of 2�3 eV based on their calcula-
tions of the energy for CO adsorption.
The reaction considered in the present study is

2CeO2 + H2 ¼ Ce2O3 + H2O ð8Þ
As seen in Figure 5, varying the value of Ueff from 0 to 6 eV
changes the enthalpy of reaction 8 by more than 200 kJ/mol,
as well as its sign. The experimental value of 138 kJ/mol
is matched with Ueff = 0.2 eV. However, if one uses the
commonly recommended value of 4.5 eV, the reaction enthalpy
becomes�31 kJ/mol, which is almost 170 kJ/mol lower than the
experimental value.
Lattice Parameters. The GGA in general produces inaccurate

lattice constants, and wewould not suggest using these parameters
to fit the value of Ueff. However, we include a discussion of lattice
parameters for two reasons. First, the data are already available
from the present calculations. Second, because lattice parameters
are sometimes used as one of several parameters to justify the
selection of the value ofUeff,

16,33 it is important to discuss what sort
of errors should be expected from a given choice of Ueff.
The effect of Ueff on the lattice parameters of the oxides inves-

tigated in this study is shown in Table 3. In all cases, the lattice
parameters are overestimated using the GGA functional, and the
extent of overestimation increases as the Coulomb repulsion
term grows. Therefore, GGA+U worsens the description of the
crystal lattice compared to that obtained with GGA. By contrast,
the local density approximation (LDA) functional typically under-
estimates lattice constants, so the use of LDA+U is a viable means
for determining values of Ueff required to match calculated and
observed lattice parameters.
The single exception to the trend in lattice parameters with

Ueff is MoO3, for which the lattice parameters a and b generally
decrease with increasing values ofUeff and the parameter c increases.
This structure is characterized by well-defined layers perpendi-
cular to the b axis. The interactions between the layers are weak
and presumably largely of van der Waals in character. Studies by

Figure 5. Enthalpy of reduction (kJ/mol) of CeO3 to Ce2O3 versus on-
site Coulomb repulsion, Ueff (eV).

Figure 4. Enthalpy of reduction (kJ/mol) ofMoO3 toMoO2 versus on-
site Coulomb repulsion, Ueff (eV).
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Coquet andWillock8 and Scanlon et al.34 indicated that the effect
of such weak binding was the absence of a minimum in the plot of
energy versus the length of the b lattice parameter. These two
studies worked around the problem by freezing the b vector at its
experimental value and then relaxing the a and c parameters so as
to minimize the total energy. In our study, we were able to locate
such a minimum, by frequent updates to the plane wave basis set.
The optimized b vector was overestimated by a much larger
amount than is typical of GGA. Nevertheless, we decided against
manually freezing the lattice parameters. We consider that full
optimization is more appropriate because, during calculations of
reaction or adsorption energies, as a rule, the oxide atoms are
fully relaxed. This relaxation releases some of the energy that
would be stored in the atomic bonds that would be strained
because of the frozen lattice parameters. However, it is not clear
how to separate the adsorption or reaction energy from the
contribution due to relaxation of the lattice. We believe that, for
consistent treatment of MoO3, all atoms should be allowed to
fully relax, even though the lattice constants turn out to be diffe-
rent from those observed experimentally.

’CONCLUSIONS

It has been shown that variations in Ueff result in significant
deviations of the reaction enthalpies from the experimental
values. We tried to put this interdependence into the context
of a catalytically relevant energy scale. The magnitude of the
variation differs from about 5 kJ/mol of enthalpy per 1 eV of Ueff

for the MoO3/MoO2 pair, to about 100 kJ/mol of enthalpy per
1 eV of Ueff for the V2O5/V2O3 pair. The optimal values of
Ueff corresponding to different pairs of the oxidation states for the
same element are close to one another, but not exactly the same.
Therefore, to use the DFT+U method, the value of Ueff must be
adjusted for each reaction. For calculations of the energy of
oxygen-atom transfer carried out using the GGA functional, we
recommendthe following values:Ueff= 2.3 eV for Ti, 2.0 eV for V,
8.6 eV forMo, and 0.2 eV for Ce. Application of the same value of
Ueff for calculations of different physical properties is question-
able. We conclude that values ofUeff determined bymatching the
band gaps or lattice parameters cannot be used to obtain energies
for oxide reduction and oxidation that match experimentally
observed values.
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ABSTRACT: The independent trajectory thermodynamic integration (IT-TI) approach (Lawrenz, M., et al. J. Chem. Theory.
Comput. 2009, 5, 1106�1116) for free energy calculations with distributed computing is employed to study two distinct cases of
protein�ligand binding: first, the influenza surface protein N1 neuraminidase bound to the inhibitor oseltamivir, and second, the
Mycobacterium tuberculosis enzyme RmlC complexed with the molecule CID 77074. For both systems, finite molecular dynamics
(MD) sampling and varied molecular flexibility give rise to IT-TI free energy distributions that are remarkably centered on the target
experimental values, with a spread directly related to protein, ligand, and solvent dynamics. Using over 2 μs of total MD simulation,
alternative protocols for the practical, general implementation of IT-TI are investigated, including the optimal use of distributed
computing, the total number of alchemical intermediates, and the procedure to perturb electrostatics and van derWaals interactions.
A protocol that maximizes predictive power and computational efficiency is proposed. IT-TI outperforms traditional TI predictions
and allows a straightforward evaluation of the reliability of free energy estimates. Our study has broad implications for the use of
distributed computing in free energy calculations of macromolecular systems.

1. INTRODUCTION

Alchemical free energy methods often employ molecular
dynamics (MD) simulations of unphysical intermediate micro-
states in order to calculate the free energy difference between two
physically relevant canonical ensembles. Examples are the rela-
tive binding free energy difference between different ligands to a
receptor or the free energy change upon transferral of a ligand
and protein from the unbound to the bound state. The latter is
often referred to as the absolute binding free energy described by
the thermodynamic cycle in Scheme 1.1�7 Although MD-based
free energy calculations rely on rigorous statistical mechanics
principles,5,6,8,9 their practical application is still challenging for
systems with numerous degrees of freedom. MD sampling may
be trapped in confined regions of conformational space due to
the frustrated nature of protein and ligand energy landscapes,
thus leading to insufficient statistics.

The use of independentMD simulations recently proved to be
an appealing strategy to alleviate this issue, particularly with the
rapid and steady increase of computational power in the form of
multiple CPU and GPU clusters. This approach was applied to a
number of systems in different flavors. Fujitani et al. employed
multiple free energy perturbation (FEP) calculations to estimate
absolute free energies of FKBP ligand binding.10 Zagrovic and
van Gunsteren used multiple one-step perturbation runs to
calculate relative free energies of PDE5 ligand binding.11 In
Mobley et al. and Boyce et al., multiple FEP calculations for
different docked ligand binding poses were used to predict
relative and absolute binding free energies for ligands to en-
gineered binding sites of T4 lysozyme.12,13 Lawrenz et al. em-
ployed independent trajectory thermodynamic integration (IT-
TI) to obtain accurate absolute free energies for peramivir
binding to N1 neuraminidase, as well as relative binding free

energies of alchemically modified compounds.14 The latter study
also emphasized the importance of solvent effects in this context.
Accurate free energies are needed for all states of the thermo-
dynamic cycle of interest (see Scheme 1) to achieve high
predictive power, as realized since the pioneering applications
of alchemical approaches.2,3,15,16 Here, we use IT-TI to compute
absolute binding free energies for two ligands to two protein drug
targets with different active site structural and chemical proper-
ties.

First, we consider the influenza surface protein N1 neurami-
nidase binding to oseltamivir.17 N1 neuraminidase facilitates viral
shedding from infected cells and is a key target for treatment of
pandemic flu. The N1 active site is composed of flexible
loops14,18 and is highly solvent exposed (see Figure 1a,c). The
ligand oseltamivir has zero net charge but contains one ammo-
nium group and one carboxyl group (Figure 1e); the latter forms
salt bridges with the arginine triad binding motif (R118, R292,
and R371 in Figure 1c).17 Electrostatic interactions have been
characterized as the dominant contribution to ligand bind-
ing.14,19 Oseltamivir is flexible due to 10 nonstericallly hindered
rotatable bonds, including a branched aliphatic tail that occupies
a hydrophobic subpocket.14,20

Second, we study theMycobacterium tuberculosis (M. tuberculosis)
enzyme dTDP-6-deoxy-d-xylo-4-hexopyranosid-4-ulose 3,5-epi-
merase (RmlC), which is crucial for assembly of the mycobacterial
waxy, impermeable cell wall and is a viable drug target.21 In this case,
the bound ligand, compound identifier (CID) 77074, was a top
hit from virtual screening, followed by experimental validation.21

The RmlC binding site is organized into β-sheets and is smaller and
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narrower than that in N1 (compare Figure 1a,c and Figure 1b,d).
Aromatic residues Y138, F26, and H119 stack against the ligand
aromatic rings (see Figure 1d). The ligand itself contains seven
rotatable bonds, with limited flexibility due to the presence of two
bulky ring groups (Figure 1f).

We investigate to which extent protein, ligand, and solvent
dynamics influence the reliability of absolute binding free en-
ergies computed with TI. Using IT-TI, we see that finite sampling
and varied molecular flexibility of the two investigated pro-
tein�ligand systems give rise to distributions of free energy
estimates. This observation is in line with previous suggestions
for N1 neuraminidase based on more reduced statistics.14 We
show that the features of these distributions—while remarkably
centered around the target experimental values—are linked to
protein, ligand, and solvent dynamic sampling. Additionally, we
use statistics from over 2 μs of overall IT-TI simulation time to
compare different approaches for optimal distributed computing
and alternative protocols for the practical application of TI. We
suggest a protocol that is optimal for two systems with different
dynamic properties. Future work will investigate whether this
protocol might be optimal for protein�ligand binding in general.

2. MATERIALS AND METHODS

2.1. Molecular Models and Simulations. Initial coordinates
were available for N1 bound to the ligand oseltamivir on the
basis of X-ray crystallography experiments (PDB: 2HU0).17

For RmlC, initial coordinates for its complex with CID 77074,
or 1-(3-(5-allyl-5H-[1,2,4]triazino[5,6-b]indol-3-ylthio)propyl)-
1H-benzo[d]imidazol-2(3H)-one, were based on the unbound
X-ray structure (PDB: 2IXC) and an experimentally verified
computational docking pose.21 A monomer of the natively

tetrameric protein N1 was simulated, as in previous studies,14

while the RmlC protein was simulated as a dimer, for half the N1
simulation time, because its active site spans the interface betwe-
en two monomers (see Figure 1). Thus, RmlC analyses were
performed by concatenating two monomer trajectories for
identical overall sampling times for each system. See Table 1
for a summary of MD sampling periods.
Molecular models were based on the AMBER FF99SB force

field22 and the compatible TIP3P model for water.23 The cubic
simulation box contained N1, 15 126, and RmlC, 24 305 water
molecules, added to the system using AmberTools. Both systems
were neutralized with (N1, 1, or RmlC. 24) Na+ counterions with
AMBER rescaled parameters.24 The importance of a protein-
bound Ca2+ ion in N1 ligand binding was recently highlighted.25

Ligands were parametrized using the generalized Amber force field
(GAFF)26 parameters for angles, bonds, and torsions, and
RESP27 fitting of Gaussian0328 calculated electrostatic potentials
at the Hartree�Fock/6-31G* level. All simulations were per-
formed using the NAMD software29 (version 2.7b1). A 2 fs time
step was employed, with hydrogen-containing protein bonds
constrained using RATTLE30 and water geometries constrained
using SETTLE.31 The particle mesh Ewald (PME) approxi-
mation32 (1 Å�3 grid density) was employed for electrostatics.
Short-range nonbonded interactions were evaluated every 2 fs and
long-range electrostatics every 4 fs (nonbonded interaction cutoff,
12 Å; switching distance, 10 Å).29 After incremental heating to
300 K, the system was equilibrated for 2 ns in theN, p, T ensemble
with Langevin pressure and temperature controls33 before each N,
V,T independent simulation was initialized with a random velocity.
2.2. Free Energy Calculations. Free energy changes along the

thermodynamic cycle in Scheme 1 were evaluated using thermo-
dynamic integration (TI) as34

ΔF0 f 1 ¼
Z 1

0
dλ

∂U
∂λ

� �
λ

ð1Þ

where in this studyΔF0f1 is either theΔFprotein� orΔFwater� stan-
dard Helmoltz free energy in Scheme 1 and U is the total
potential energy of the system. The ligand is decoupled from

Scheme 1. Thermodynamic Cycle Underlying Alchemical
Absolute Binding Free Energy Calculations

Figure 1. Protein�ligand structures of the investigated systems. Overall views of the N1 monomer (a) and RmlC dimer (b) structures are shown, with
the RmlC monomers in b colored to highlight the interface. The active site residues of the two proteins are labeled for N1 in (a) and for RmlC in (d).
Ligand chemical structures are depicted for the N1 ligand oseltamivir (e) and the RmlC inhibitor 77074 (f), the latter with the restrained atom (see
Materials and Methods) highlighted in red. For oseltamivir, the center of mass was restrained, not a single atom (see Materials and Methods).
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the surrounding environment with the coupling parameter λ that
changes from 0 to 1 to linearly scale all ligand nonbonded poten-
tial energy terms as

UðX; λÞ ¼ UunperturbedðXÞ + λUdecoupledðXÞ + ð1� λÞUcoupledðXÞ
ð2Þ

where X denotes the overall system configurational space assum-
ing equilibrium conditions. In all cases the soft-core potential by
Zacharias et al. was employed to enhance sampling and eliminate
instabilities (shift parameter δ = 5).35 The ∂U/∂λ values of eq 1
were printed for each λ every 0.1 ps, and their forward cumulative
average was monitored to evaluate convergence (generally
reached within equilibration periods of 500 ps). Numerical
integration of eq 1 was performed using an interpolated cubic
spline.
A harmonic restraining potential U(rL) = (1/2)kh(rL � r0)

2

was applied to restrict ligand sampling rL to a finite volume
Vpocket within the active site throughout the TI calculations of
ΔFprotein� . Reasonable kh values were obtained from average
fluctuations of the ligand position (Æδr2æ) during a free 2 ns
N, p, TMD run as kh = (3RT)/(Æδr2æ),14,36 with R the molar gas
constant and T the absolute temperature of 300 K. A kh = 2.9
kcal 3mol

�1
3Å

�2 was used for restraint of the oseltamivir center
of mass and kh = 0.74 kcal 3mol�1

3 Å
�2 for restraint of a central

atom (highlighted in Figure 1f) in the 77074 ligand.
Then, the standard-state free energy was taken into acco-

unt8,9,37 for ΔFprotein� through an analytical correction for trans-
ferral of the ligand from the restricted volume Vpocket to the bulk
V� as

ΔF�protein ¼
Z 1

0
dλ

∂U
∂λ

� �
λ

+ RT ln
Vpocket

V�

� �
ð3Þ

To reflect protein�ligand binding at a standard ligand con-
centration of 1 M, V� = 1661 Å3, with T = 300 K. Vpocket was
explicitly determined from multiple MD trajectories using the
VMD VolMap plugin.38 This procedure gave average (RT ln
(Vpocket/V�)) corrections of �1.25 kcal 3mol�1 for the N1
system and �1.07 kcal 3mol�1 for the RmlC system. We note
that the magnitude of such corrections is significant (up to 10%
of the ΔFbind values for both systems) and should not be
neglected.9,37 For each RmlC calculation, the ΔFprotein� was
halved to obtain an average value for one active site.

One can obtain IT-TI ΔFbind� estimates from all combina-
tions of K-independent ΔFwater� estimates and J-independent
ΔFprotein� estimates as

ΔF�bind;ðk, jÞ ¼ ½ΔF�water;k �ΔF�protein; j�k¼ 1:::K
j¼ 1:::J ð4Þ

Here, a total of N = KJ estimates of ΔFbind� are generated and
binned in windows of width RT = 0.6 kcal 3mol�1. The linear
average of the N-independent binding free energy estimates,
ΔFbind� , is reported throughout the paper.
2.3. Alternative IT-TI Protocols. Alternative approaches for

IT-TI distributed computing were investigated by using more,
medium independent simulations or fewer, long independent
simulations. Effects of varied user-defined inputs for TI were
also explored, as summarized in Table 1. For independent TI
calculations, the λ intermediate simulations were either initia-
lized continuously (cont protocols) or in parallel (parall proto-
cols). In the first case, simulations at λ = 0 started from the
configuration (coordinates and velocities) from a 2 ns N, p, T
equilibrated system; at each increasing λ value, the end config-
uration from the previous λ simulation was used. These IT-TI
protocols are less-suited for distributed computing because the
MD initialization requires information from sequential runs, but
this approach does allow more equilibrated starting structures at
successive λ values. Instead, for the parall protocols, all λ simula-
tions were independently initialized from the same N, p, T
equilibrated structure with a random velocity. This approach is
well-suited for distributed computing, because the MD initializa-
tion is independent among each λ simulation. Ligand electro-
statics and van der Waals interactions were perturbed, as in eq 2,
in three alternative ways (see Table 1). First, electrostatic
interactions were decoupled for 0 e λ e 0.5 and van der Waals
more slowly for 0 e λ e 1 (simul protocol). Second, the same
components were scaled separately, with electrostatic interac-
tions for 0e λe 0.5 and then van derWaals for 0.5e λe 1 (sep
protocol). Third, only the intermolecular terms were decoupled
(inter protocol).
2.4. Error Analysis of IT-TI Predictions. We evaluated the

accuracy and precision of our IT-TI estimates. Accuracy is
described by the match of ΔFbind� with respect to a reference
experimental value, here assumed to be characterized by
zero uncertainty. Precision is reflected in the spread of the
IT-TI ΔFbind� estimates and is described by the standard devia-
tion σbind. Here σbind has two components, σwater from the

Table 1. Protocols for IT-TI Calculations

reference name elec/vdW no. λ initialization nonbonded decoupling runs � time/λ (ns) total time (ns)

medium cont/simul/14λa 9/14 continuous simultaneous inter + intra 20 � 1 280

long cont/simul/14λ 9/14 continuous simultaneous inter + intra 10 � 2 280

medium cont/simul/inter/14λ 9/14 continuous simultaneous inter only 20 � 1 280

medium cont/sep/14λ 9/5 continuous separate inter + intra 20 � 1 280

medium cont/sep/19λb 9/10 continuous separate inter + intra 20 � 1 80

medium parall/simul/14λ 9/14 parallelc simultaneous inter + intra 20 � 1 280

medium parall/simul/19λ 9/19 parallelc simultaneous inter + intra 20 � 1 380

medium parall/simul/inter/14λ 9/14 parallelc simultaneous inter only 20 � 1 280

medium parall/sep/14λ 9/5 parallelc separate inter + intra 20 � 1 280

medium parall/sep/19λ 9/10 parallelc separate inter + intra 20 � 1 380

long parall/sep/19λ 9/10 parallelc separate inter + intra 10 � 2 380
a For N1, 14 λ = [0, 0.05, 0.1, 0.15, 0.2, 0.25, 0.3, 0,4, 0.5, 0.6, 0.7, 0.8, 0.9, 1]; for RmlC, [0, 0.1, 0.2, 0.25, 0.3, 0.37, 0.45, 0.5, 0.65, 0.75, 0.8, 0.9, 0.97, 1].
b For N1, 19 λ adds [0.55, 0.65, 0.75, 0.85, 0.95]; for RmlC, [0.05, 0.15, 0.6, 0.7, 0.85]. c Protocols are well-suited for distributed computing.
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ΔFwater� calculations and σprotein from the ΔFprotein� calculations.
Accuracy is limited by systematic errors, which are due to, for
example, empirical force field and water models, as well as
numerical approximations in the MD algorithms. Both accuracy
and precision is affected by random errors from finite sampling.
We can capture the statistical uncertainty on the IT-TI
ΔFbind� due to random errors from N independent calculations
with the standard error δ = σ/

√
N, as previously suggested.14

Note that this metric approaches zero for large N. We computed
this uncertainty for the J estimates of ΔFprotein� and for K
estimates of ΔFwater� (eq 4) and propagate for the uncertainty
on ΔFbind� as

δbind ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
σwater

2ffiffiffiffi
K

p +
σprotein

2ffiffi
J

p
s

2.5. Analysis of Conformational Sampling. MD snapshots
were saved every 2 ps for analysis, with all protein backbone
atoms first aligned to a reference structure. Active site residues for
both systems were identified as those within 5 Å of the ligand.
For each system, principal component analysis (PCA)39,40 of

protein fluctuations was performed by calculating the covariance
matrix for active site heavy atoms withGROMACS (version 4.0.4
compiled in double precision),41 using all λ simulations in all J =
10 long cont/simul/14λ calculations, for 280 ns of total simulation
time (Table 1). Then, projections for independent λ simulations
were generated along 20 out of the total 528 principal compo-
nents (PCs) of this matrix, accounting for 75% of the protein
fluctuations. Projections for trajectories using other IT-TI pro-
tocols for a given system are along these same PCs for compar-
ison, with projections along the four most dominant PC
described in detail. We also project previously performed λ = 0
apo and holo MD simulations onto these PCs for reference, with
400 and 10 ns each for apo and holo simulation with N1 and
RmlC, respectively. Details of these N1 simulations have been
previously reported.25 For a fair comparison of the two systems,
all projections were reweighted as w�1, w being the number of
active site atoms (N1, 176; RmlC, 161). For hydration analysis,
water�water hydrogen bonds within 5 Å of the ligand in the
active site were monitored. Hydrogen bonds were defined to
have a maximum hydrogen�acceptor distance of 3.5 Å and a
minimum donor�hydrogen�acceptor angle of 120�. The soft-
ware VMD,38 xmgrace, as well as python scripts based on
matplotlib and NumPy libraries were used for analysis and
graphical representations.

3. RESULTS AND DISCUSSION

3.1. IT-TI Free EnergyDistributions and Their Dependence
on Biomolecular Flexibility. Because independent TI estimates
of ΔFbind� vary with the specific set of simulations performed,
IT-TI generates distributions of free energy estimates and
provides an average value ΔFbind� with a reliable measure of
uncertainty (δbind).

14 We evaluate the accuracy of our predicted
ΔFbind� values with reference free energies derived from the
experimental Ki as ΔFexpt = RT ln(Ki). For N1-oseltamivir and
RmlC-77074 binding, ΔFexpt values of �13.7 and �9.9 kcal 3
mol�1 were reported, respectively.21,42 We compute N IT-TI
estimates of ΔFbind� from K independent calculations of
ΔFwater� and J calculations of ΔFprotein� (eq 4). The K = 20
ΔFwater� results have a much smaller spread relative to the

J = 20 ΔFprotein� results, with σwater = 0.4 and 0.2 kcal 3mol
�1

compared to σprotein = 4.4 and 3.2 kcal 3mol�1 for the medium
cont/simul/14λ N1-oseltamivir and RmlC-77074 calculations,
respectively. Thus, the shape of the ΔFbind� distributions is
dominated by the variation of the J ΔFprotein� results, as expected
due to the numerous degrees of freedom and complex energy
landscape in this state.
Both J = 20 medium and J = 10 long independent protein

simulations were used to compute ΔFbind� , to test the computa-
tional efficiency of more, shorter runs compared with fewer,
longer independent runs. See Table 2 for a summary of all IT-TI
predictions. Figure 2 shows distributions of ΔFbind� estimates
obtained using the cont/simul/14λ protocol in Table 1. The
distributions are remarkably different for the two systems
investigated. The N1-oseltamivir results in Figure 2a,c have a
broad range, from very favorable (�20 kcal 3mol�1) to unfavor-
able (>0 kcal 3mol�1). As reported in Table 2, estimates from
medium runs give ΔFbind� = �12.2 ( 1.0 kcal 3mol�1. Corre-
sponding results for the long simulations display amarked shift of
ΔFbind� to 3.3 kcal 3mol�1 away from ΔFexpt and an increase of
δbind, with ΔFbind� = �10.4 ( 1.6 kcal 3mol�1. The use of more,
independent simulations improved the free energy results in this
case. In contrast, the RmlC-77074 distributions are centered near
ΔFexpt (see Figure 2b,d), and the use of fewer, independent runs
with longer sampling times gave the most accurate and precise
results. A close match with experiment is found for the long
simulation results in Figure 2d, with ΔFbind� = �9.4 ( 0.4
kcal 3mol�1 (Table 2). Overall, the δbind of the RmlC-77074
results is significantly smaller than the δbind of the N1-oseltamivir
results, due to a much smaller spread σbind.
To probe underlying causes of the different free energy results

for the two systems, we analyzed protein sampling during the
independent simulations with PCA of protein fluctuations.
Figure 3 shows projections along the two most dominant
principal components at 5 λ values, [0, 0.2, 0.5, 0.8, 1], depicting
changes in protein sampling along the perturbation in eq 2. For
comparison, the same data for longer apo and holo N1 and RmlC
simulations with λ = 0 (see Materials and Methods) onto the
same PC are reported (Figure 3). For N1, the J simulations
slowly equilibrated into varied portions of phase space, resulting
in non-overlapping projections at λ = 1. Many of the simulations
also exclusively sampled motions that are not visited in the
reference holo or apo simulations. Our analysis indicates highly
frustrated N1 sampling as the λ simulations are continuously

Table 2. Summary of IT-TI Results with Varied Protocols

ΔFbind� ( δbind (kcal 3mol�1)

reference name N1 RmlC

medium cont/simul/14λ �12.2( 1.0 �11.0( 0.4

long cont/simul/14λ �10.4( 1.6 �9.4( 0.4

medium cont/simul/inter/14λ �14.9( 1.2

medium cont/sep/14λ �10.4( 1.2

medium cont/sep/19λ �13.7( 1.1

medium parall/simul/14λ �10.6( 0.6

medium parall/simul/19λ �11.2( 0.6

medium parall/simul/inter/14λ �12.2( 0.7

medium parall/sep/14λ �11.1( 0.6

medium parall/sep/19λ �14.3 ( 0.5 �11.8 ( 0.3

long parall/sep/19λ �12.8 ( 0.6 �10.8 ( 0.2
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initialized, contributing to varied free energy estimates and a
large σprotein component of σbind. A different picture emerges for
RmlC-77074, which had a significantly smaller σprotein compared
to N1-oseltamivir. In this case, the J independent simulations
accessed similar regions of conformational space, as inferred

from overlapping projections (see Figure 3). The RmlC projec-
tions also significantly overlap with projections from apo and
holo reference simulations. These observations hold similarly
when analyzing projections along other, less dominant PC from
PCA (not shown) and link the varied spreads of IT-TI free
energy estimates, and corresponding uncertainties δbind, to
protein conformational sampling.
Differences in N1 and RmlC dynamics are also revealed in the

sampling of specific binding site residue torsions. Comparison of
torsion sampling at λ = 0 and at λ = 1 reveals that 9 out of 15
monitored N1 active site residues, but only 2 out of 11 RmlC
residues, increased flexibility and sampled multiple conforma-
tions upon ligand decoupling. The torsional angles were also
sampled in populations that vary among the J = 10 independent
runs, particularly for charged N1 residues R224, R371, R118,
E277, and E119 (Supporting Information Figure S1). As seen in
the PCA, the N1 system is challenged to access its conforma-
tional space within a single simulation, while for RmlC, sampling
is more complete within and similar among independent IT-TI
simulations. We note that, in addition to protein sampling and
σprotein, water sampling and σwater contributes to the varied σbind
for the two systems; themore flexible ligand oseltamivir has more
diverse sampling than the sterically hindered 77074, reflected in
the larger σwater for this ligand (see above). Altogether, these
sampling behaviors yield the different uncertainties δbind on
ΔFbind� estimates for the two systems (see Table 2).
3.2. IT-TI Free EnergyDistributions and Their Dependence

on Solvent Effects. Hydration dynamics and solvent fluctua-
tions also contribute to the spread of the IT-TI free energy
distributions, in addition to protein and ligand flexibility de-
scribed in the previous section. Here we report an example from
the N1-oseltamivir IT-TI results in closer detail. In Figure 2c, an
outlier, unfavorable ΔFprotein� estimate was computed (see histo-
gram bars around ΔFbind� = 0). This result can be linked to
pronounced solvent fluctuations during the ΔFprotein� calculation
at λ values 0.2 and 0.25. At these intermediate states, water
molecules diffuse into the active site, very close to the partially
decoupled ligand carboxyl and ammonium groups, and an
increased number of active site water�water hydrogen bonds
is observed (Figure 4c). This coincides with a shift in the
electrostatics component of ∂U/δλ (Figure 4b), giving a less

Figure 2. Normalized distributions of N1-oseltamivir (left) and RmlC-77074 (right) IT-TI results for medium and long cont/simul/14λ TI protocols
(Table 1). ΔFexpt for both systems is also depicted (gray line), along with ΔFbind� (thin black line).

Figure 3. Receptor flexibility for N1 (left) and RmlC (right) as
captured by two dominant principal components (PCs) of active site
residue fluctuations from long cont/simul14λ simulations. Contours
depicting projections for 90% of the apo (filled gray) and holo (filled
black) MD simulations, as well as each of J = 10 independent trajectories
(unfilled color) are shown at λ values [0, 0.2, 0.5, 0.8, 1]. Projections are
reweighted to allow direct comparison between the two systems. See
Materials and Methods for details.
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positive integrated ΔFprotein� value and unfavorable ΔFbind� esti-
mates (eq 4).
These observations are fully consistent with the dynamic

nature of protein hydration and dewetting fluctuations in binding
cavities recently reported in the literature43�45 and their thermo-
dynamic relevance.46�48 Because time scales of these solvent
fluctuations may reach several hundred picoseconds, it is ex-
pected that our individual nanosecond TI runs may have diverse
solvent behavior among the 10 performed. Here, the advantage
of using IT-TI is illustrated, since a single TI calculation could
yield a falsely unfavorable ΔFbind� estimate for N1-oseltmivir.
Multiple estimates of ΔFbind� allow recovery of the probability
distribution from multiple, independent simulations that sample
both rare and dominant events. With enough independent

estimates, this distribution should reflect that of the true physical
system. We also note that the solvent-exposed N1 has a
consistent number of water molecules in the active site through-
out the TI calculations (Figure 4c), highlighting the importance
of water in both the bound and unbound states. Instead, the
RmlC binding site has a more abrupt influx of water near λ = 1
(Supporting Information Figure S2).
3.3. N1-oseltamivir Protocol Investigation. In an effort to

improve consistency of the N1-oseltamivir Æ∂U/δλæλ values in
Figure 4 and the free energy estimates in Figure 2, we conducted
a series of IT-TI protocol changes for the N1-oseltamivir system.
The varied N1-oseltamivir medium protocols implemented
for the IT-TI calculations are described in Table 1, with the
correspondingΔFbind� ( δbind listed in Table 2. Here, we aim for
improved precision and accuracy over the medium cont/simul/
14λ results (Figure 2a and Figure 5a). We compare the spread,
σbind, of the IT-TI distributions in Figure 5 to the σbind = 4.4
kcal 3mol�1 of the medium cont/simul/14λ results.
All protocols with continuous initialization of λ intermediates

gave free energy distributions with a large spread, with 4.4 e
σbind e 5.4 kcal 3mol�1 (see Figure 5a,c,e,g). In these cases, the
ΔFbind� values were also consistently less favorable than ΔFexpt,
with the exception of protocol cont/sep/19λ in Figure 5g. In the
latter case, estimates are shifted to more favorable values and
ΔFbind� matches theΔFexpt of�13.7 kcal 3mol�1 with σbind = 4.8
kcal 3mol�1 (Table 2). PCA of these cont simulations
(Supporting Information Figure S3) indicated frustrated sam-
pling, with projections similar to those seen in Figure 3. Decou-
pling of only ligand intermolecular nonbonded components in
both protocols cont/simul/inter/14λ and parall/simul/inter/
14λ reduced precision and made little difference in accuracy
(Figure 5c,d and Table 2).
Overall, the σbind of the IT-TI distributions is significantly

reduced with parallel initialization of each λ simulation. These
estimates, in Figure 5b,d,f,h, had σbind values e 3.0 kcal 3mol

�1.
However, only the protocol parall/sep/19λ gave an accurate
ΔFbind� , close to ΔFexpt at �14.3 kcal 3mol�1 with σbind = 2.1
kcal 3mol�1 (Table 2). This improvement in accuracy is observed

Figure 4. N1 active site hydration behavior and corresponding Æ∂U/
δλæλ values from the long cont/simul/14λ protocol. J = 10 independent
estimates of Æ∂U/δλæλ are color-coded and interpolated for (a) van der
Waals and (b) electrostatics components, with (c) the average and
standard deviation of water�water hydrogen bonds within 5 Å of
oseltamivir at each λ. The black curve in all panels indicates the TI
calculation which gave an unfavorableΔFprotein� result. See Materials and
Methods for details.

Figure 5. Normalized distributions for N1-oseltamivir IT-TI results with various medium decoupling protocols. Panels are labeled with the procedures
from Table 1, and ΔFexpt is depicted (gray line), along with ΔFbind� (thin black line). ΔFbind� ( δbind values are reported in Table 2.
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for both the parall and cont protocols with separate decoupling of
nonbonded components and 19 λ values (compare Figure 5e,f
with Figure 5g,h). For protocols cont/sep/14λ and parall/sep/
14λ, the van der Waals interactions are decoupled with only 5 λ
intermediates, while the cont/simul/14λ and parall/simul/14λ
protocols employed 14 λ (see Table 1). Five additional λ values
for the cont/sep and parall/sep protocols, for 10 van der Waals λ
intermediates and 19 total λ values, improved interpolation of
the van derWaals Æ∂U/δλæλ values for more accurate integration.
These results are highlighted in bold in Figure 5h and Table 2.
The diverse outcomes obtained using alternative IT-TI pro-

tocols show that free energy calculations depend on a broad
variety of user-defined choices. An optimal protocol was de-
signed for N1-oseltamivir binding and suggests that (i) TI
intermediates can be more conveniently placed at target λ values
once a preliminary knowledge of the Æ∂U/δλæλ vs λ curve is
known; (ii) these λ values may be run in parallel, initialized from
a λ = 0 holo configuration—an approach particularly suited for
distributed computing; and (iii) separate decoupling of both
inter- and intramolecular nonbonded components gives more
accurate free energy estimates. We note that the approach
described in (ii) may not be optimal for cases when the apo
and holo states are separated by large conformational changes.
3.4. Application of Optimized Protocol to Both N1-Osel-

tamivir andRmlC-77074Test Systems.We applied our optimal
IT-TI protocol for N1-oseltamivir binding to RmlC-77074 and,
again, compared estimates from two approaches for distributed
computing. For N1-oseltamivir, both approaches gave more accu-
rate IT-TI results with reduced uncertainty compared to Figure 2.
In Figure 6a, we see that more, medium simulations gave a more
favorableΔFbind� estimate of�14.3( 0.5 kcal 3mol�1, compared to
ΔFbind� = �12.8 ( 0.6 kcal 3mol

�1 computed with fewer, long
simulations in Figure 6c. The additional simulations enhanced N1
sampling and improved the reliability of the IT-TI estimates
(Table 2). For RmlC-77074, the results in Figure 6b,d reflect
similar accuracy and precision compared to Figure 2, particularly
for the long simulations. Here the ΔFbind� = �10.8 ( 0.2 kcal 3
mol�1 (Table 2), with a very smallδbind due to consistent sampling
among the independent simulations.
We can directly compare the 2-D projections of the long

parall/sep/19λ simulations for both systems in Figure 7 with

those in Figure 3. With the optimized protocol, the highly
frustrated N1 sampling of Figure 3 is largely alleviated; the
J = 10 projections overlap significantly with each other as well as
with the reference apo and holo projections. One N1 simulation
sampled outlier motions, but these exchanged with motions near
the holo state during the same simulation (red contours in
Figure 7 at λ = 0.8). The RmlC projections are similar to those
in Figure 3, with consistent overlap among the independent
runs and access of both apo and holo motions. In addition to
more consistent protein sampling, both systems have reduced

Figure 6. Normalized distributions of N1-oseltamivir (left) and RmlC-77074 (right) IT-TI results for medium and long parall/sep/19λ protocols
(Table 2). ΔFexpt for both systems is also depicted (gray line), along with ΔFbind� (thin black line).

Figure 7. Receptor flexibility for N1 (left) and RmlC (right) as
captured by two dominant PCs of active site residue fluctuations from
long parall/sep/19λ simulations. See Figure 3 for color coding.
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fluctuations of water�water hydrogen bonds in the active site
when using the parall/sep protocol (Supporting Information
Figure S2). This is primarily due to parallel initialization, rather
than the separate decoupling protocol.

4. CONCLUSION

We investigated the (thermo)dynamics underlying two pro-
tein�ligand binding processes that involve very different protein,
ligand, and water sampling. The distributions of binding free
energy estimates produced from independent-trajectory thermo-
dynamic integration (IT-TI) were remarkably centered on the
target experimental values but had very different spreads for the
two protein�ligand systems. The solvent exposed active site of
N1, with many flexible, charged binding residues, has a larger
population of microstates, with nontrivial barriers, that are easily
over- or undersampled during a single TI calculation. The
frustrated sampling observed for this system resulted in a broad
range of free energy estimates from IT-TI, and additional
independent runs, rather than longer sampling times, gave more
reliable results. The RmlC microstates are more accessible, even
within short (ns) simulations. Here, the IT-TI distributions had a
smaller spread, and extension of simulation time improved the
reliability of the results.

With tests of varied protocols for TI, we find that, for both
protein systems, each alchemical intermediate may be run in
parallel, each initialized with a λ = 0 configuration, for more
consistent free energy results with maintained accuracy. This
parallel approach also allows faster completion of the calculations
compared to calculations with continuously initialized intermedi-
ates and is ideal for distributed computing. Additionally, separate
decoupling of the inter- and intramolecular nonbonded terms
gave optimal accuracy and precision overall, but only when
employed with adequate intermediates for smooth interpolation
of both electrostatics and van der Waals Æ∂U/δλæλ values during
integration (eq 1). We suggest an approach for performance of
IT-TI calculations that maximizes reliability and computational
efficiency with available sampling times.
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ABSTRACT:The photoinduced phase transition (PIPT)mechanism of tetrathiafulvalene-p-chloranil (TTF-CA)molecular crystal
was theoretically investigated using the long-range corrected time-dependent density functional theory (LC-TDDFT) combined
with a local response dispersion (LRD) method, which enables us to quantitatively reproduce charge transfer (CT) excitations of
van der Waals clusters. By calculating the excitation spectrum and potential energy surface, we found that the PIPT of TTF-CA
crystal may proceed through the angle change of the molecular planes. We also found that the CT excitation of one TTF-CA pair
helps other neighboring TTF-CA pairs to become excited. Consequently, we theoretically proposed the initial structural change in
the neutral-to-ionic PIPT of TTF-CA crystal, which is consistent with experiments.

I. INTRODUCTION

For the last 3 decades, the neutral�ionic phase transitions of
alternatively stacked molecular crystals, which consist of electron
donor (D) and acceptor (A) molecules, have been extensively
studied due to their potentials for new materials and their unique
physical phenomena. These phase transitions have been known
to be induced by pressure and temperature. Recently, some phase
transitions have also been found to be induced by photoirradia-
tion. These photoinduced phase transitions (PIPT) can be
distinguished in that a local change in electric structure leads
to a macroscopic change in the crystal structure. The PIPT has
been attracting interest as a new physical phenomenon and as a
route to promising photoswitching devices.

Tetrathiafulvalene-p-chloranil (TTF-CA) molecular crystal,
which consists of tetrathiafulvalene (TTF) donor and p-chloranil
(CA) acceptor molecules, is a typical PIPT material. After
Mayerle et al.1 had observed a mixed-stack structure of TTF-
CA crystal, Torrance et al. found that TTF-CA crystal is on the
boundary of ionic (I) and neutral (N) states and undergoes
pressure-induced2 and temperature-induced3 phase transitions:
in high temperature or low pressure, TTF-CA crystal is in the N
state, where TTF and CA molecules are alternatively stacked
along the a direction (Figure 1) with equivalent distances. On the
other hand, in low temperature or high pressure, TTF-CA crystal
is in the I state, where TTF and CAmolecules are dimerized. The
crystal structures and charge-transfer rates have been determined
for each state by neutron diffraction4 and molecular vibration
analyses.5 Koshihara et al.6 found that at around the critical
temperature (84 K), laser irradiation induces the phase transi-
tions from I to N and from N to I states. To figure out this PIPT
mechanism, many studies have been reported. The initial me-
chanism of the I-to-N PIPT has been especially eagerly studied
with picosecond7,8 and femtosecond9,10 time-resolved spectro-
scopies. TheN-to-I PIPTwas also investigated to confirm that no
phase transition is induced by temperature increase via the laser
irradiation.11 Okamoto et al.12 investigated the dynamics of both

I-to-N and N-to-I PIPT with a femtosecond time-resolved
spectroscopy and found that in the N-to-I PIPT, the one-
dimensional domain in the I state is formed within 200 fs by the
laser irradiation. These studies showed that the mechanisms of
I-to-N and N-to-I PIPT significantly differ. The most significant
difference is the threshold behavior only observed in the I-to-N
PIPT.9 The study of dynamics of N-to-I PIPT has shown the
existence of ultrafast generation of an intermediate state, where the
electronic and lattice changes are strongly coupled.12�16

In theoretical studies, this phase transition has been investi-
gated on simple models and model Hamiltonians with empirical
parameters. For the pressure-induced and temperature-induced
phase transitions, Metzger and Torrance17 showed in semiempi-
rical calculations that the electron transfer energy from donor to
acceptor and theMadelung energy play essential roles in the N-to-I
phase transition. The importance of the Madelung energy was also
stressed on the model calculation with the Hartree�Fock charge
distribution by Kawamoto et al.18 Soos et al.19 applied a diagram-
matic valence bond theory to investigate the CT absorption
spectrum. For the PIPT, Nagaosa andOgawa20 outlined amechan-
ism in the framework of the kinetic Ising model. Huai et al.21

calculated the adiabatic relaxation path on the extended Hubbard
model and suggested the critical domain size in the I-to-N PIPT.

Figure 1. The structure of TTF-CA monomer and the orientations of
the coordinates varied.
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Yonemitsu also explained the I-to-N and N-to-I phase transitions
on the extended Hubbard model.22�24 Further theoretical works
with model Hamiltonians can be found in the review by
Yonemitsu and Nasu25 and references therein. These model
Hamiltonian calculations have qualitatively discussed the nature
of PIPT. As for the quantitative discussion, a fewworks have been
performed on density functional theory (DFT). However, past
DFT calculations26�29 have lacked both van der Waals (vdW)
correlation and long-range exchange interactions. Molecular crystals
are known to consist of weak vdW interactions. Also, long-range
exchange interactions are reportedly required to give accurate CT
excitations, while CT excitations have been suggested to be the
main intermediates in the PIPT. Despite these inevitabilities, vdW
correlation and long-range exchange have been neglected in molec-
ular crystal calculations mainly due to their high computational cost.

In this study, we use long-range corrected time-dependent
DFT (LC-TDDFT)30 combined with the local response disper-
sion (LRD) correction to reveal the N-to-I PIPT mechanism of
TTF-CA crystal. It has been suggested that the long-range
correction (LC) scheme31 enables TDDFT to quantitatively
calculate CT excitation energies and oscillator strengths, which
have been significantly underestimated in conventional TDDFT
calculations,32 without increasing the computational cost. It has
also been reported that the LRD correction33 gives accurate vdW
bonds with no empirical parametrization by combining with the
LC scheme.34 We assume that electron itinerancy affects the
N-to-I PIPT only through the background charges, because we
suppose that in contrast to metals and semiconductors, TTF-CA
crystal has only a very narrow conduction band attributing to the
lowest CT excitation and therefore itinerant electrons may not
directly affect the electronic states. We suppose that the initial
N-to-I process of this PIPT can be treated by the single reference
method because the starting point (N state) can be well-
described with a single reference method. In this study, we focus
on the N-to-I PIPT, because as mentioned later, we found that
the I phase seems to have a multiconfigurational wave function,
which is not appropriately calculated by DFT. As far as we know,
this is the first calculation taking into account both long-range
exchange and vdW correlation in TDDFT calculations of mo-
lecular crystals.

II. COMPUTATIONAL DETAILS

All DFT and TDDFT calculations have been carried out on
the generalized Kohn�Sham method35 using the LC scheme
applied to Becke 1988 exchange36 þ one-parameter progressive
correlation functional37 (LC-BOP). In the LC scheme, the only
parameter, μ, is set as μ = 0.33, which is the optimum value in
excited state calculations.30 As the basis set, we use the 6-31G(d)
basis functions.38�40 The vdW correlation energy is calculated by
the LRDmethod.33 In LRDcalculations, we assumed that the vdW
correlation energies of theCT state,ΔELRD

CT , arewell-approximated
by those of the triplet state, ΔELRD

triplet, at the same geometries, i.e.,

EGStotal ¼ EGSLC-BOP þΔEGSLRD ð1Þ

ECTtotal ¼ ECTLC-BOP þΔEtripletLRD ð2Þ
This is because the triplet state has similar electron distribu-

tion to the CT state and the vdW energy of the LRD method
does not depend on the spin. All the calculations are carried out
using the development version of Gaussian 03 program.41 The
molecular structure has been taken from the experimental

neutron diffraction data at 90 K.4 For simplicity, the term
“TTF-CA pair” is used to represent the pair of TTF and CA
molecules stacked in the a direction (Figure 1).

The position of the TTF molecule is varied in the a and b
directions from the original position at the experimental struc-
ture, while the intramolecular structures of TTF and CA
molecules are fixed at the experimental structures at 90 K.

The excitation spectrum of TTF-CA crystal is calculated using
the embedded model of one TTF-CA pair in background point
charges which represent surrounding TTF-CA pairs. The Peierls
instability is taken into account only for the electrostatic effect by
imposing sequential background point charges representing the
Peierls-distorted charge distribution. The point charges are posi-
tioned on the atoms of the surroundingTTF-CApairs on both sides
of the a axis. The structures of neighboring pairs are set to be always
parallel to the central TTF-CA pair. To fix the lattice constant, the
distances between two TTF molecules are unchanged. The magni-
tudes of point charges are determined by theMulliken charges of the
CT state of the central TTF-CA pair. In this study, we use only the
CT state charges, because we found that the charges of the ground
state negligibly affect the excitation spectrum of a TTF-CA pair.

III. RESULTS AND DISCUSSION

TTF-CAMonomer. Before discussing the photoinduced phase
transition mechanism of TTF-CA molecular crystal, let us

Figure 2. The calculated excitation spectrum of (a) TTF-CAmonomer
for the experimental structure at 90 K, (b) TTF molecule and TTFþ

cation, and (c) CA molecule and CA� anion. Experimental peaks of
TTF-CA crystal at 300 K.3 TTF, TTFþ,42 CA, and CA�43 are also
shown. The 6-311þþG** basis set is used.
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consider the electronic structure of TTF-CA monomer to make
clear themolecular nature of this system. This may also be of help
in examining our method for reproducing the excitation energies
of such vdW complexes. Experimentally, the photoabsorption
spectra of TTF-CA crystal have been observed in film and
powder forms at 11 and 300 K.3

Figure 2a shows the calculated excitation spectrum of TTF-
CA monomer for the experimental optimal structure at 90 K. In
the figure, the lowest excitation at 1.52 eV corresponds to the CT
excitation from HOMO to LUMO, which are both localized in
TTF and CA, respectively, as shown in Figure 3.
Note that this CT excitation energy is higher than the lowest

peak energy of TTF-CA crystal, 0.9 eV, in the experimental
absorption spectrum at 300 K.3 In addition, the ionicities of the
ground and excited states—calculated as the sum of Mulliken
charges—are almost zero and unity, respectively. Later, we will
show that this discrepancy can be explained with the electrostatic
effect from the surrounding TTF-CA units. The figure also shows
strong peaks for 4�5 eV, which are also observed in the
experimental absorption spectrum. These peaks correspond to
the excitations of constituent TTF and CA molecules, in agree-
ment with the experimental assignments. Figure 2b,c illustrates
the calculated excited spectra of TTF, TTFþ, CA, and CA�.
In these TDDFT calculations, the larger 6-311þþG** basis
set44�46 has been used because the higher energy excitations
(over 4.0 eV) of TTF molecule was not sufficiently reproduced
with the 6-31G(d) basis set. These figures indicate that as the
experiment assigned, the peaks at 2.3 and 2.9 eV in the absorp-
tion spectrum of TTF-CA crystal at 11 K3 correspond to the
lowest excitations of TTFþ and CA�, respectively. Experimental
peak of TTF, TTFþ, CA, and CA� in CH3CN can be found in
the literature.42,43 The accuracies in the excitation spectra sup-
port the reliability of the present method in excited state
calculations of vdW complexes. In the following calculations,
smaller 6-31G(d) basis set is used because the lowest CT
excitation energy, which plays the main role in PIPT, was not

significantly affected by improving basis set: the calculated CT
excitation energies were 1.517 and 1.613 eVwith the 6-311þþG**
and 6-31G(d) basis sets, respectively.
Next, we calculated the potential energy surfaces of TTF-CA

monomer to clarify the structural dependence. The structures are
varied for x and y coordinates given in Figure 1. Parts a and b of
Figure 4 show the calculated potential energy surfaces of TTF-
CA monomer for the ground and lowest CT excited states,
respectively.
As shown in Figure 4a, the ground state has double minima:

one is near the experimental structure (G), in which the distance
between TTF and CA centers is 3.57 Å, and the other is
symmetrical to this G structure (G0). These are slipped struc-
tures. Between G and G0 structures, the ground state has a low
barrier with 0.11 eV. In contrast, Figure 4b shows that the lowest
CT state has a single minimum at around the top of the barrier,
which corresponds to a symmetrical structure and has 3.39 Å for
the distance between TTF and CA centers. The G and E
structures are illustrated in Figure 5. The low barrier between
the G and G0 structures in the ground state shows that one TTF-
CA pair can easily oscillate between two stable structures by the
thermal fluctuations in the high-temperature. However, there are
no experimental results concerning the dynamic slipping motion.
This could be explained by considering a steric hindrance. Since
only one TTF-CA pair is explicitly calculated in this study, we
have considered no steric hindrance from neighboring TTF-CA
pairs. When we explicitly calculated two TTF-CA pairs, we found
that the steric hindrance between two pairs is affected by the
interrelation of their structures. The steric hindrance is small if
two pairs move in a coherent motion (the structures of the
neighboring pairs are always parallel to the central pair). On the
other hand, we found that when two pairs move randomly
between G and G0 structures, the steric effect is much larger
than the calculated energy barrier in one pair model and both
pairs tend to stay in the energetically optimal G structure. Thus,

Figure 3. (a) HOMO and (b) LUMO of TTF-CA monomer.

Figure 4. Calculated potential energy surfaces of TTF-CA monomer for (a) the ground state and (b) the lowest CT state. (Isovalues = 0.05 eV).

Figure 5. The side and overhead views of the G and E structures of
TTF-CA monomer.
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we suppose that the double-well character of the ground state
could not be observed unless the coherent motion of many TTF-
CA pairs is realized. According to this supposition, we guess that
the coherent motion of many TTF-CA pairs would be unlikely to
occur in the high-temperature N phase. Note that in the case of
TTF-CA crystal, the interstack hydrogen bonds—which are
ignored in this study—would make the double-well potential
energy surface of the ground state somewhat asymmetric. How-
ever, an experimental reflection spectrum study12 showed that
metastatic phases grow in the a direction in the early stage of the
PIPT, indicating that the interstack bonds may not play a main
role in the initial stage of the PIPT. The overhead views of these
structures show that the TTF and CA centers overlap with each
other in the E structure.
Figure 6 displays the calculated excitation spectra of TTF-CA

monomer for the G and E structures. This figure indicates that
the oscillator strength of the CT excitation drastically decreases
between the G and E structures. The small oscillator strength is
expected to make the de-excitation unlikely and to produce a
long-lived CT excitation.
TTF-CA Molecular Crystal. On the basis of the above-men-

tioned features of TTF-CA monomer, let us consider the initial
dynamics of PIPT in TTF-CA crystal. Considering that the
optimal structure is transformed from the slipped G structure of
the ground state to the symmetrical structure of the lowest CT
state, we suppose that photoabsorption may change the crystal

structure for the molecular plane angle to the stacking axis, as
shown in Figure 7.
This angle change is also expected to trigger a wide range of

molecular plane angle shifts in neighboring TTF-CA pairs. To
examine the effect of the angle change, excitation spectra are
calculated for the G and E structures and two other structures
between them (A and B) given in Figure 8.
The surrounding excited TTF-CA pairs—20 pairs on each

side of the a direction—are taken into account as the point charge.
Figure 9 shows the excitation spectra of (a) TTF-CA monomer
and (b) TTF-CA crystal for these structures.
As shown in the figure, the structural change from G to E

monotonically decreases the lowest CT excitation energy and the
corresponding oscillator strength. However, for TTF-CA mono-
mer, the structural effect is too small to make the CT excitation
energy close to the experimental value (0.9 eV). On the other
hand, in the crystal model with surrounding charges, the CT
excitation energy is remarkably decreased even with a few pairs of
the point charges of TTF-CA pairs. The CT excitation energies
for the G and E structures are plotted in Figure 10 as a function of
the number of surrounding point charges of TTF-CA pairs.
The structural change in TTF-CA crystal from G to E

drastically decreases the CT excitation energy and makes it very
close to the experimental value for the A structure. Simulta-
neously, the oscillator strength is decreased by the structural
change from G to E to give a very small value for the E structure.
This may cause the long-lived CT excitation mentioned above.
TheMulliken charge ionicity of the ground state in G structure is
0.23, which is close to 0.3, the experimental estimation of ionicity
in theN phase. On the other hand, the ground state ionicity at the
E structure (0.02) is much lower than that of the I phase
(0.6�0.7).47,48 This ionicity implies that the E structure does
not correspond to the I phase. Notice that the experimental
structure of the I phase at low temperature is not so different
from that of the N phase.4 We therefore suppose that the I phase
also has a structure close to the G structure in the direction of the
slipping mode with the dimerization, although the ionicity
cannot be reproduced, probably due to the neglect of explicit
TTF-CA pairs.
On the calculated results, let us consider the mechanism of the

N-to-I PIPT. First, we would like to emphasize that our model
using one TTF-CA model with surrounding point charges
quantitatively reproduces the experimental excitation spectra of
TTF-CA crystal as mentioned above. We also found that this
model gives the ground state optimum structure and ionicity
close to those of the N phase. These results may indicate that our
model is appropriate to discuss, at least the initial process of the
N-to-I PIPT process of TTF-CA crystal. On the basis of the
results, we propose that the initial N-to-I PIPT proceeds through
the slipping motion from the G to E structures. A recent time-
resolved Laue crystallography study has shown the fast formation
of an intermediate structure after photoabsorption.14 This ex-
perimental result is consistent with the present result showing

Figure 6. The calculated excitation spectra of TTF-CAmonomer in the
G and E structures. The black triangle indicates the position of CT
excitation energy in the E structure.

Figure 7. A possible structural change in TTF-CA crystal. Neighboring
TTF-CA pairs illustrated with dotted lines are modeled with point
charges in the present calculations.

Figure 8. Calculated structures of the TTF-CA unit: G, x =�0.04, y =
�0.04; A, x =�0.16, y =�0.64; B, x =�0.32, y =�1.28; E, x =�0.58,
y = �1.52. Coordinates x and y are given in Figure 1.
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that TTF-CA transforms to the E structure, which is the
optimum structure of the CT state. This would be experimentally
confirmed because this transformation immediately affects the
inversion symmetry of TTF-CA crystal due to the short distance
between TTF and CA at the E structure, while it does not directly
affect other diffraction peaks due to the local structural change.
On the basis of the calculated result, we suppose that the E
structure corresponds to the intermediate structure of the N-to-I
PIPT observed in the time-resolved Laue crystallography.
For further analysis of the PIPT, let us consider the nature of

the I phase and its generation process. Following previous
experimental and theoretical studies, we assume that the I phase
would be the long sequence of coherently polarized TTF-CA
pairs, which is stabilized by Madelung and Peierls effects.
Conceptual potential energy surfaces are illustrated in Figure 11.
On the present model using one TTF-CA pair (Figure.11a), the I
phase is always less stable than the N phase for any structure.
Assuming that a bunch of neighboring TTF-CA pairs move in
coherent motion (Figure.11b), we suppose that the I phase
would get more stable than theN phase at around the G structure
because of the Madelung and Peierls effects. On the other hand,
we presume that at around the E structure, the N phase would be
more stable than the I phase. This is because the TTF-CA pair is
supposed to be less stabilized at the E structure by the back-
ground charges than that at the G structure due to the small
ionicity. Therefore, we expect that the potential energy surfaces
of the I and N phases intersect with each other at between the G
and E structures. Although the I phase could not be obtained on
the present model, the generation of the I phase could be
explained on the structural and electronic changes in the present
calculations.

With the above discussions, we propose that the N-to-I PIPT
proceeds at the initial stage as follows (Figure 12):
(i) The ground state of TTF-CA cluster has a shallow

potential energy surface with double minima (G and G0
structures). Due to the steric effect, TTF-CA pairs remain
in the vicinity of one side (G) structure. The thermal
lattice vibration is also centered at the G structure even at
high temperature.

(ii) At high temperature, a TTF-CA pair in the crystal is
photoexcited to the lowest CT state by laser irradiation at
a certain point on the PES. The CT excitation induces the
drastic change in the charge distribution and consequently
triggers the excitations of neighboring TTF-CA pairs.

(iii) The sequence of excited TTF-CA pairs is then trans-
formed into the E structure because the CT state has a
single minimum at the E structure on the potential
energy surface. The CT state may be long-lived due to
the small oscillator strength at the E structure. Since the
intermolecular distance is shortened from G to E struc-
tures, TTF-CA pairs are dimerized to break the inversion
symmetry after the CT excitation. Then, PIPT may
proceed through the lattice oscillation in the direction of
the slip. The excited TTF-CA pairs may contribute to
subsequent CT excitations of neighboring TTF-CA pairs
as background charges. With these effects, the sequence of
excited TTF-CA pairs is generated near the E structures.

Figure 9. Calculated excitation spectra of (a) TTF-CA monomer and (b) TTF-CA crystal.

Figure 10. Calculated excitation energies of TTF-CA pair at the G and
E structures with respect to the number of background excited TTF-
CA pairs.

Figure 11. Conceptual potential energy curves of I and N phases along
the slippingmode of TTF-CA pair (a) for one TTF-CA pair and (b) for a
considerable number of coherent TTF-CA pairs.
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(iv) The sequence of excited (dimerized) TTF-CA pairs falls
into the potential energy surface of the I phase, which is
not reproduced in a small number of dimerized TTF-CA
pairs. The excited TTF-CA pair at the E structure is
supposed to be suitable for the generation of the
sequence of TTF-CA pairs in coherent motion because
of the large charge bias between TTF and CA molecules
and the long lifetime of CT excitation.

(v) According to the experimental data, the optimal structure
of the I phase is supposed to be a dimerized G-like
structure. For the sufficiently long sequence of the
dimerized pairs, the I phase is expected to be more stable
than the N phase. Otherwise, the N phase is expected to
be so stable that the sequence of the dimerized pairs is
broken. At high temperature, a thermal vibration hinders
the generation of the sequence to make the N phase more
stable.

The double-laser experiment13 has given further information
about the characteristic of N-to-I PIPT: The maximum ratio of

photogenerated I phase is determined by the sum of the
excitation density of two laser pulses and the reflectance change
decays on the ps time scale, while there exists the oscillation of
reflectance (the period T = 0.62 ps), which is nonlinear to the
excitation density. The oscillation can be controlled by the delay
time of two lasers: with delay time Δt = T, the oscillation is
enhanced, while the oscillation disappears with Δt = 1.5 T. This
oscillation can be explained with the environment change of
neighboring TTF-CA pairs in process ii. This assumption is also
consistent with the experimental attribution of reflectance oscil-
lation in ref 12: the fast oscillation with the period of 0.62 ps is
due to the lattice phonon corresponding to the dimeric molec-
ular displacement, while the slow oscillation with about 50 ps is
due to the shock wave.
The new mechanism explains the initial generation process of

the I domain without collective excitation among several TTF-
CA pairs. However, there remain several properties to be
revealed in our mechanism: the electronic structure of the I
phase, the crossing of the I and N PESs, and the multipair PESs
with steric effects. The clear description of the I phase requires
the excited state calculation of a dispersion-controlled solid state,
which is costly and still challenging. For the rigorous discussion,
better models containing stacked pairs would also be required.
To perform such calculations, we need further computer power
and theoretical development.

IV. CONCLUSION

In this study, we have carried out the excited state calculations
of TTF-CA molecular crystal to clarify the initial neutral (N) to
ionic (I) process of the photoinduced phase transition (PIPT)
mechanism. For this purpose, we have used the state-of-the-art
long-range corrected time-dependent density functional theory
combined with the local response dispersion method.

First, we calculated the excitation spectrum of an isolated
TTF-CA pair and succeeded in reproducing an accurate spec-
trum, which clearly explains the nature of each excitation. We
next calculated the potential energy surfaces (PES) of the ground
and lowest charge transfer (CT) excitations to make sure of the
structural effect on the PIPT. As a result, we found that the
ground state has a double minima on the PES and the CT state
has a singleminimumon the center of the doubleminimum as for
the relative position change in a TTF-CA pair. On the basis of
these results, we propose that the PIPT proceeds through the
angle change of molecular planes.

To investigate the PIPT of TTF-CA crystal, we adopted an
embedded TTF-CA pair in the background point charges for
modeling TTF-CA crystal. Consequently, we found that the
point charges of surrounding excited TTF-CA pairs obviously
decrease the CT excitation energy of the TTF-CA pair and make
the CT energy close to the experimental absorption energy (0.9
eV) through the angle change of the molecular planes. These
point charges also increase the oscillator strength of this excita-
tion. We therefore suggest that the CT excitation of the TTF-CA
pair itself may contribute to the CT excitations of other
neighboring TTF-CA pairs.

In summary, we propose that the PIPT of TTF-CA crystal
proceeds as follows:
(i) In the ground state of the TTF-CA crystal, the molecular

plane angles vary around the G structure by the thermal
vibration.

Figure 12. Conceptual potential energy curves of I and N phases along
the slipping mode of TTF-CA pair in the initial process of N-to-I PIPT.
Each ellipse stands for one TTF-CA pair.



2239 dx.doi.org/10.1021/ct200072e |J. Chem. Theory Comput. 2011, 7, 2233–2239

Journal of Chemical Theory and Computation ARTICLE

(ii) By laser irradiation, the TTF-CA crystal is excited to the
CT state. The electrostatic effect of the excited pair
enhances the excitation of neighboring TTF-CA pairs.
Thus, the sequence of excited TTF-CA pairs is generated
in the a direction of TTF-CA (Figure 1).

(iii) The sequence of excited TTF-CA pairs transforms into
the parallelistic (E) structure on the single minimum PES
in the coherent motion.

(iv) The sequence of excited TTF-CA pairs is relaxed to the I
phase surface, which is not realized in one TTF-CA pair.

(v) The generated I phase domain varies to the optimal
structure. In the N-to-I PIPT, where the temperature is
high, the stability of the I phase is insufficient and the thermal
vibration breaks the unstable I phase into the N phase.
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ABSTRACT: The classical equilibrium and nonequilibrium molecular dynamics simulations for liquid benzene, the prototypical
aromaticπ�π interaction system, are performed using a variety of molecular force fields, OPT-FF, AMBER 03, general AMBER force field
(GAFF), OPLS-AA, OPLS-CS, CHARMM27, GROMOS 53A5, and GROMOS 53A6. The simulated results of the molecular structure
and thermodynamic properties of liquid benzene are compared with the experimental data available in the literature, accounting for the
superiority of each force field in the descriptions of the π�π interaction system. The OPLS-AA force field is recommended to be the best
one, which reproduces quite well the properties examined in this work, while the others fail in predicting either the local structure or the
thermodynamic properties. Such distinct discrepancies for the above force fields are discussed within the scheme of the pairwise interaction
construction of the standard force field, which will stimulate searching for a force field with generally good quality not only in terms of
microstructure descriptions but also in the predictions of the thermodynamic properties of the liquids.

1. INTRODUCTION

Interaction between π-aromatic molecules attracts great interest,
owing to its crucial significance in the multidisciplinary fields such as
DNAbase stacking,1 protein folding and structure,2�5 drug design,6,7

stereochemistry of organic reactions,8 molecular recognitions, host�
guest chemistry, and crystal packing.9�16 In theoretical studies of
complex large systems, the classical molecular dynamics (MD) and
Monte Carlo (MC) simulations are frequently applied, owing to
their high computational efficiencies. It is of the utmost importance
to establish a procedure for qualifying the force field for weak inter-
molecular interactions, in particular, π�π interactions of DNA and
proteins.1�5Molecular clusters consisting of benzene (the typical π-
aromatic molecule) have been studied extensively to reveal effects of
the intermolecular aromatic π�π interactions on the cluster struc-
tures and physicochemical properties. As for the benzene dimer in
the gas phase, a lot of experimental17�25 and theoretical26�34 studies
on the stability of different configurations have been reported. What
is more, the larger benzene clusters, e.g., trimer, tetramer, and so on,
were also investigated to give a detailed description of the aromatic
π�π interactions in the cluster.19�21,35�37 Nevertheless, the essen-
tial demand toward an understanding of π-aromatic interactions in
condensed matter calls on us to explore the structure of aromatic
molecule liquids. Consequently, liquid benzene, as the prototypi-
cal case, has been studied by X-ray diffraction,38 neutron diffrac-
tion,39�41 and molecular simulations.42�50

High-level quantum chemistry methods, such as the coupled-
cluster singles, doubles, andperturbative triples [CCSD(T)]method
and density-functional-theory- (DFT-)based symmetry-adapted per-
turbation method, were employed in the studies of the benzene
dimer in the gas phase.27�34 The parallel displaced (PD) and
T-shaped (T; see Figure 1) configurations were found to be nearly
isoenergetic, in which the T configuration has been experimentally
confirmed as the global energyminimum.22�25 The computationally
inexpensive DFT with improvements to the deficiency in the
previous exchange-correlation functionals51�56 also can provide an

accurate description of the weak π�π interactions. In the classical
MDandMCstudies of the aromaticmolecule systems, the results are
heavily dependent on the force fields used in the simulations. At least,
the selected force fieldsmust be able to reproduce the intermolecular
π�π interaction potentials. Although many MD and MC studies
on liquid benzene using the different force fields have been
reported,42�50 there is no conclusive answer to which field force
could be the best to reproduce both the liquid structure and the
thermodynamic properties. Recently, Headen et al.41 obtained a full
six-dimensional spatial and orientational picture of liquid benzene by
means of high-resolution neutron diffraction and empirical potential
structure refinement simulations. They concluded that the first
neighbor shell, containing approximately 12 molecules, appears
nearly isotropic; at the small molecular separation (<0.50 nm), the
favored nearest neighbor geometry is thePDconfiguration, while at a
larger molecular separation (>0.50 nm), the perpendicular Y-shaped
configuration (Y; see Figure 1) is predominant.41 The T configura-
tion, proposed as the global minimum for the gas-phase benzene
dimer, occurs only as a saddle point in the liquid state.41 The force
fields used in the MD simulations for liquid benzene become
extremely sensitive, namely, the questions of whether they could
reproduce the slightly different interaction energies (deviations less
than 1 kcal/mol)33,34 of four dimer configurations, S (sandwich),
PD, T, and Y depicted in Figure 1, and whether the subtle energetic
differences of these configurations influence the structure and
thermodynamic properties of liquid benzene. Therefore, it is deser-
ving to carry out a comprehensive MD simulation study of liquid
benzene with the different force fields, more importantly, evaluating
the qualities of these force fields.

Up to date, there are many popular force fields used for
protein, DNA, and small organic molecule systems, in particular,
widely applicable and recent modified force fields such as
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AMBER 03,57 general AMBER force field (GAFF),58 OPLS-
AA,59,60 CHARMM27,61,62 andGROMOS 53A5 andGROMOS
53A6.63 More recently, Baker and Grant49 developed a charge-
separated all-atom force field, OPLS-CS (originated fromOPLS-
AA force field43), for liquid benzene, on the basis of Hunter and
Sanders’64 conclusion that molecular mechanics calculations
without the spatial charge distribution of the π-electron system
are unlikely to be successful in modeling aromatic system.
Additionally, the symmetry-adapted perturbation theory
(SAPT) analysis of the benzene dimer shows that the induction
terms should be a relatively minor contribution to the noncova-
lent interactions involving π-aromatic systems, and the predo-
minant factors are electrostatics, exchange-repulsion, and
dispersion.29,31,32,34 This suggests that the standard force
fields with point-charge electrostatics may be competent
in predicting reliable results for such interactions. Hence,
Sherrill et al.65 recently derived a standard force field OPT-FF
by fitting high-level ab initio potential curves of the benzene
dimer. In the present work, eight sets of the standard force
fields, OPT-FF,65 AMBER 03,57 GAFF,58 OPLS-AA,43 OPLS-
CS,49 CHARMM27,61,62 GROMOS 53A5,63 and GROMOS
53A6,63 are used in the MD simulation study of liquid benzene
properties, including its long-range structure, the local struc-
ture, and thermodynamic properties. The simulation results
will be compared with the experimental data available in the
literature, aiming at evaluating the superiority of these force
fields for the π-aromatic system.

2. COMPUTATIONAL METHODS

2.1. Benzene Force Fields. For the all-atom force fields used
here, OPT-FF,65 AMBER 03,57 GAFF,58 OPLS-AA,43 OPLS-
CS,49 CHARMM27,61,62,66 GROMOS 53A5,63 and GROMOS
53A6,63 their intermolecular nonbonding interactions were
described by the Lennard-Jones plus Coulomb potential:

UðrijÞ ¼ 4εij
σij

rij

 !12

� σij

rij

 !6
2
4

3
5þ qiqj

4πε0rij
ð1Þ

In the OPT-FF, AMBER 03, GAFF, and CHARMM27 force
fields, the parameters εij and σij were calculated following the
rules as εij = (εiεj)

1/2 and σij = (σi þ σj)/2, while for the OPLS-
AA, OPLS-CS, GROMOS 53A5, and GROMOS 53A6 force
fields, the parameters εij and σij were calculated following the
rules as εij = (εiεj)

1/2 and σij = (σiσj)
1/2. The parameters of

these force fields are listed in Table 1. The parameters of the
GAFF force field were generated by ANTECHAMBER.67 The
effective charges of the GAFF force field were obtained by
fitting the quantum-chemistry derived gas-phase electrostatic
potentials with the restrained electrostatic potential (RESP)
method.68 As described in ref 58, both geometry optimization

and single-point calculation were reperformed at the HF/
6-31G* level in this work. For the AMBER 03 force field, the
effective charges were also obtained by fitting the electrostatic
potential with the RESP method.68 Here, it is noted that, as
described in ref 57, the geometry optimizations were done at
the RHF/6-31G** level. Subsequently, the IEFPCM conti-
nuum solvent model was used to reproduce an organic solvent
environment (ε = 4), and a single-point calculation at the
B3LYP/cc-pVTZ level was performed to obtain the electro-
static potential. These quantum chemistry calculations were
carried out with the Gaussian 03 suite of programs.69

2.2. Equilibrium MD Simulations. All of the classical MD
simulations were performed with the GROMACS program
package.70,71 Initially, the system containing 600 benzene mol-
ecules was generated in a cubic box (89.0511 nm3) with the
density equal to the experimental value (873.8 kg/m3).72 The
periodic boundary condition was implemented. The system was
energy-minimized for the first 5000 steps using the conjugate
gradient method with one additional steepest descent step
following every conjugate gradient step. Subsequently, a 10.0
ns MD simulation in the NPT ensemble was performed at P = 1
atm and T = 298 K with a 1 fs step to equalize the system. Finally,
a 10.0 ns MD simulation in the NPT ensemble was carried out at
P = 1 atm andT = 298 Kwith a 1 fs step for the product collecting
simulation. The Nos�e�Hoover thermostat73,74 with a coupling
time of 0.5 ps was employed to regulate the temperature. The
Parrinello�Rahman isotropic barostat75,76 was used to impose
constant pressure with a 2.0 ps coupling time. The cutoff distance
for van der Waals interactions was 1.5 nm, with a long-range
dispersion correction applied for energy. The particle-mesh
Ewald (PME) method77 was employed to treat Coulomb inter-
actions, using a 1.3 nm cutoff for real-space, a grid spacing of
0.12 nm, and a PME order of 8. All bonds were constrained using
the P-LINCS algorithm.78,79

The calculations of heat capacity at constant pressure (CP(l))
and vaporization enthalpy (ΔHvap) are performed in the usual
way.44 The intermolecular component CP

inter(l) of CP(l) is
estimated from the fluctuation of intermolecular energy Einter:

Cinter
P ðlÞ ¼ ÆðEinter þ PVÞ2æ� ÆEinter þ PV æ2

NAkBT2
ð2Þ

where NA is Avogadro’s constant and kB is the Boltzmann
constant. CP(l) is further calculated with

CPðlÞ ¼ Cinter
P ðlÞ þ Co

PðgÞ � R ð3Þ
where the heat capacity of the ideal gas CP�(g) is 19.5 cal mol�1

K�1 at 298 K,44 R is the gas constant, and the g in parentheses
represents the gas phase. ΔHvap is defined as

ΔHvap ¼ EintraðgÞ � ðEinterðlÞ þ EintraðlÞÞ þ RT ð4Þ
where Eintra is the intramolecular energy. Assuming Eintra(l) ≈
Eintra(g), the above formula can be approximated to be ΔHvap ≈
�Einter(l) þ RT.
The self-diffusion coefficients are determined by the Einstein

relation80

D ¼ lim
t f ¥

1
6t
ÆjrðtÞ � rð0Þj2æ ð5Þ

where r(t) is the center of mass vector position of each molecule
at time t, r(0) is the position at t = 0, and D is the self-diffusion
coefficient.

Figure 1. Sandwich (S), parallel displaced (PD), T-shaped, and Y-shaped
configurations of benzene dimer.
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The reorientational dynamics of the liquid were also analyzed.
The rotational correlation times (τ) were computed as described
by Bonnaud et al.50 The rotational correlation times are divided
into two cases, τ2^ and τ2 ), that correspond to the relaxation
times of the unitary vectors perpendicular ê^ and parallel ê ) to
the plane of the benzene molecule, respectively (see Figure 2 in
ref 50). Two rotational autocorrelation functions can be defined
as

Cl
iðtÞ ¼ ÆPlðêiðtÞ êið0ÞÞæ ð6Þ

where êi is ê^ or ê ) as defined above and Pl is a Legendre
polynomial with l = 1 an 2 for the first and second orders,
respectively. Then, these functions are fitted in the format of the
Kohlrausch�Williams�Watts exponential function:81,82

Cl
i, KWWðtÞ ¼ exp½�ðt=RliÞβli � ð7Þ

where 0 < βlie 1. After fitting, the rotational correlation time can
be obtained as

τil ¼
Z ¥

0
Cl
i, KWWðtÞ dt ¼

Rlm

βlm
Γ

1
βlm

� �
ð8Þ

2.3. Nonequilibrium MD Simulations. Nonequilibrium MD
simulations were performed to determine the shear viscosity (η)
of liquid benzene. A spatially periodic forcing function is imposed
on the system, and the shear viscosity can be determined from
the response of the system to the applied function. The behavior
of the velocity u(r,t) of a particle in the liquid is described by the
Navier�Stokes equation:83

F
Du
Dt

þ Fðu 3rÞu ¼ Fa�rpþ ηr2u ð9Þ

where a is the external force per unit of mass and volume and F is
the fluid density. A periodic external force a is used in cosine form

axðzÞ ¼ A cosðkzÞ ð10Þ
where A is the applied acceleration, lz is the length of the
simulation box along the z direction, and k = 2π/lz. The

steady-state velocity profile is in the following form by integrating
the Navier�Stokes equation:

uxðzÞ ¼ Vð1� e�t=τrÞ cosðkzÞ ð11Þ

V ¼ Aτr ¼ A
F
ηk2

ð12Þ

where τr is the macroscopic relaxation time of the liquid. In an
MD simulation, the instantaneous V(t) is defined as

VðtÞ ¼ 2 ∑
N

i¼ 1
mivi, xðtÞ cosðkri, zðtÞÞ= ∑

N

i¼ 1
mi ð13Þ

where vi,x is the x component of the velocity, ri,z is the z
coordinate, and mi is the mass of atom i. Then, the viscosity η
can be obtained from eq 14 by calculating V directly from the
simulations:

η ¼ AF
Vk2

ð14Þ

In the nonequilibrium MD simulations, the initial configura-
tions were generated at the equilibrated density for each force
field. As mentioned by Hess,83 the wavelength of the imposed
acceleration should be at least an order of magnitude larger than
the simulation box; three boxes were stacked in the z direction,
making the system 2 times larger than that used in the equilib-
rium MD simulations. Wensink et al.84 concluded that the shear
viscosity calculated from the nonequilibrium MD simulation in
the NVT ensemble was consistent with that calculated in the
NPT ensemble. Thus, a 5.0 ns simulation for each force field was
performed in theNVT ensemble. An acceleration of 0.01 nm/ps2

was imposed on each atom of the system in the x direction. The
temperature was coupled to 298 K, using a Berendsen85 thermo-
stat with a coupling time of 0.1 ps. The treatments of van der
Waals and Coulomb interactions were identical to that for the
equilibrium MD simulations. In the simulation analyses, the first
500 ps for each simulation were dropped.

Table 1. Force Field Parameters for Benzene Used in This Work

parameter OPT-FF65 AMBER 0357 GAFF58 OPLS-AA43 OPLS-CS49 CHARMM2761,62 GROMOS 53A563 GROMOS 53A663

RCC (Å) 1.40 1.40 1.387 1.40 1.40 1.375 1.39 1.39

RCH (Å) 1.08 1.08 1.087 1.08 1.08 1.080 1.09 1.09

RCπ (Å) 0.90

θCCC (deg) 120.0 120.0 120.0 120.0 120.0 120.0 120.0 120.0

θCCH (deg) 120.0 120.0 120.0 120.0 120.0 120.0 120.0 120.0

θCCπ (deg) 90.0

ΨCCCC (deg) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

ΨCCCH (deg) 180.0 180.0 180.0 180.0 180.0 180.0 180.0 180.0

ΨCCCπ (deg) 90.0/�90.0

qC (e) �0.134 �0.121866a �0.130889b �0.115 0.1435 �0.115 �0.146 �0.140

qH (e) 0.134 0.121866a 0.130889b 0.115 0.1435 0.115 0.146 0.140

qπ (e) �0.1435

σC (Å) 3.42462 3.39967 3.39967 3.55 3.69 3.55005 3.58118 3.58118

σH (Å) 2.19161 2.59964 2.59964 2.42 2.52 2.42004 2.37341 2.37341

εC (kcal/mol) 0.115 0.086 0.086 0.07 0.07 0.07 0.06630 0.06630

εH (kcal/mol) 0.011 0.015 0.015 0.03 0.03 0.03 0.02829 0.02829
aRESP charges obtained at the B3LYP/cc-pVTZ//RHF/6-31G** level. bRESP charges obtained at the HF/6-31G*//HF/6-31G* level.
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3. RESULTS AND DISCUSSION

3.1. Equilibrium Configurations of Benzene Dimer. The
interaction energy of the benzene dimer in the gas phasemay give
a basis to evaluate the different force fields used in the present
MD simulations. As listed in Table 2, the interaction energies of
benzene dimers in the different configurations are calculated with
the force fields and compared to the high-level quantum chem-
istry results.33,34 The equilibrium distances, R, R1, and R2, are
defined in Figure 1. For the S configuration, the interaction
energies predicted with theOPT-FF, AMBER 03, OPLS-AA, and
CHARMM27 force fields are close to the high-level quantum
chemistry results,33,34 with the percent deviations less than 15%.
For the GROMOS 53A5 and GROMOS 53A6 force fields, the
equilibrium interaction energies are much lower than the high-
level quantum chemistry results.33,34 It is worth noting that the
OPLS-CS force field predicts a repulsive state for the S config-
uration, due to the separated charges out of the molecular plane
that were used to represent the π electrons.49 As for the PD
configuration, the interaction energies predicted with the
OPT-FF and OPLS-CS force fields are consistent with the
high-level quantum chemistry results,33,34 with about 9% and
7% deviations, respectively. However, the equilibrium distance
R2 for the OPLS-CS force field is too large, again due to the
separated charges used in its potential function. The AMBER
03, GAFF, OPLS-AA, and CHARMM27 force fields are quite
good at the prediction of the interaction energies, while a little
worse for the GROMOS 53A5 and GROMOS 53A6 force
fields. The interaction energy and R value for the T configura-
tion predicted with the OPT-FF force field are in excellent
agreement with the quantum chemical results,33,34 while the
others, except for OPLS-CS, underestimate the interaction
energy but overestimate the equilibrium distance R, with res-
pect to the high-level quantum chemistry results.33,34 It is more
remarkable that an overestimated energy with about 40% per-
cent deviation is given with the OPLS-CS force field. Regarding
to the Y configuration, within 1% and 3% deviations, respec-
tively, the GROMOS 53A5 and GROMOS 53A6 force fields
give perfect estimations in comparison with the DFT-SAPT
results.34 The interaction energies predicted with the AMBER
03, GAFF, OPLS-AA, and CHARMM27 force fields are lower
with values of 0.2�0.3 kcal/mol, but those for the OPT-FF and
OPLS-CS force fields are quite larger (their percent deviations
are 19% and 63%, respectively).

Generally, the results of the four configurations of the benzene
dimer predicted with the AMBER 03, GAFF, OPLS-AA, and
CHARMM27 force fields are comparable to each other and
acceptable in comparison with the high-level quantum chemical
results.33,34 Before going on to the details about the effects of
such differences on the structural and thermodynamic properties
of liquid benzene, we should recall the original characteristics of
some force fields. The standard molecular force fields are usually
obtained by fitting the ab initio pairwise interaction potential
energies, while some of them also were adjusted according to the
experimental thermodynamic properties of liquids, e.g., OPLS.43

To qualify the OPLS performances, Jorgensen et al. carried out
an MC simulation study of liquid benzene and benzene deriva-
tives, indicating the reliability in thermodynamics predictions.44

Considering the quadrupole�quadrupole interactions arising
from the aromatic π electrons of two benzene molecules, the
OPLS parameters were further modified to be OPLS-CS.49 On
the other hand, the CHARMM, AMBER, OPLS-AA, and MM3
force fields were examined in a comparison of the intermolecular
interaction potentials of the benzene dimer.65 In that work, the
OPT-FF force field used here was obtained with a much better
fitness to the ab initio results.65 However, as pointed out by those
authors, the fitted Lennard-Jones parameters hardly reproduce
the ab initio potentials for four typical configurations of the
benzene dimer, and the more flexible electrostatic force fields
and the polarization terms should be considered.65 The
computational demand will be enhanced for the sophisticated
force fields including complex parameters. It is appealing that
the deficiencies in describing the intermolecular interactions
with the standard force fields do not always lead to the fateful
failure.86 Therefore, in this work, eight sets of the standard
force fields, OPT-FF,65 AMBER 03,57 GAFF,58 OPLS-AA,43

OPLS-CS,49 CHARMM27,61,62 GROMOS 53A5,63 and
GROMOS 53A6,63 that were obtained under different specific
backgrounds, are worth being further examined in the inves-
tigation for the nature of liquid benzene.
3.2. Spatial Structures and Aromatic π�π Interactions.To

obtain the overall features of the liquid structure with the
different force fields, the radial distribution functions g(r) of
both the center of mass (COM) and the carbon atoms of two
benzene molecules are calculated and compared with the experi-
mental results cited from refs 38 and 41. As shown in Figure 2,
one can find that the deviations from the experimental data are
distinctly large for the OPLS-CS and OPT-FF force fields,

Table 2. Equilibrium Energy and Distance of the Different Configurations of the Benzene Dimer

sandwich (S) parallel displaced (PD) T-shaped Y-shaped

E (kcal/mol) R (Å) E (kcal/mol) R1 (Å) R2 (Å) E (kcal/mol) R (Å) E (kcal/mol) R (Å)

OPT-FF �1.95 3.70 �2.48 3.50 2.50 �2.92 4.90 �2.90 4.84

AMBER 03 �1.74 3.64 �2.23 3.50 2.40 �2.09 5.10 �2.18 5.00

GAFF �1.48 3.68 �2.18 3.50 2.66 �2.19 5.10 �2.26 5.00

OPLS-AA �1.69 3.78 �2.10 3.50 2.68 �2.15 5.10 �2.24 5.02

OPLS-CS a a �2.89 3.50 4.00 �3.77 5.14 �3.99 5.02

CHARMM27 �1.83 3.76 �2.22 3.50 2.62 �2.11 5.14 �2.23 5.04

GROMOS 53A5 �0.72 3.94 �1.95 3.50 3.34 �2.44 5.06 �2.43 4.98

GROMOS 53A6 �0.88 3.90 �1.94 3.50 3.28 �2.37 5.08 �2.37 4.98

estd. CCSD(T)/CBS(Δha(DT)Z)b �1.70 3.9 �2.71 3.5 1.7 �2.70 5.0

DFT-SAPT/aug-cc-pVTZþmbc �1.782 3.816 �2.683 3.480 1.841 �2.698 4.970 �2.441 5.009
aThe sandwich conformation predicted with the OPLS-CS force field is a repulsive state. bCited from ref 33. cCited from ref 34.
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although the OPLS-CS simulations were previously proved to be
much better than the OPLS results.49 In the inside panel of
Figure 2a, one can find more details in comparison with the
experimental data41 for the first shell of liquid benzene. Around
the first peak of g(r)COM�COM (ca. 5.5 Å), two GROMOS force
fields exhibit almost identical profiles of g(r), while the AMBER
03 and GAFF force fields predict lower g(r) values. The results of
OPLS-AA and CHARMM27 are much closer to the experi-
mental data, and the similar good agreements for g(r)C�C (see
Figure 2b) can be extended to the long-range structures of liquid
benzene. In Figure 2b, the OPLS-CS and OPT-FF force fields
predict well the first small peak of g(r)C�C, but their simulated
g(r)C�C values are obviously larger than the experimental data.38

All of the simulated results overestimate the intensity of g(r)C�C

at the second and third peaks, but except for OPT-FF force field,
the predictions for the positions of the second and third peaks are
acceptable. In the long-range region, two diffuse peaks pre-
dicted with the OPT-FF and OLPS-CS force fields shift to
smaller r(C�C) values, while the other force fields provide
quite satisfying results. In general, both OPLS-CS and OPT-FF
failed in predicting the liquid structures, although the OPLS-CS
force field was always recommended49 and applied in simula-
tions of benzene and benzene-like liquids,41 and the OPT-FF
force field can reproduce the benzene�benzene interaction

potentials well.65 Here, the other six sets of force fields, AMBER
03, GAFF, OPLS-AA, CHARMM27, GROMOS 53A5, and
GROMOS 53A6, are proved to be reliable in the simulations of
not only the local structures but also the long-range structures
of liquid benzene.
To gain more features of the local structure, the populations of

the different configurations of the benzene dimer in the first
liquid shell are calculated. At first, five variables, θ,j, R, r1, and r2
as defined in Figure 3, are used as the criteria to identify the
different configurations: R is the distance between the COMs of
two benzene molecules; θ is the angle between the two benzene
planes;j is the angle formed by the normal vector pointing from
the COM of the bottom benzene to the COM of another
benzene; r1 and r2 are the two smallest projection distances of
two vicinal carbon atoms in the upper benzene onto the
molecular plane of the bottom benzene. The criteria for the
parallel, perpendicular, T, and Y configurations are given as
follows: Parallel (including S and PD configurations), Re Rmin,
0� e θ e 40�; Perpendicular (including T and Y shapes), R e
Rmin, 50� e θ e 90�, 0� e j e 40� or 50� e j e 90�, where
Rmin is the r value for the first minimum of g(r)COM�COM outside
of the first shell (see Figure 2a), and it is varied with the different
force fields. T-shape and Y-shape are further classified with |r1�
r2| g RCC/4 and |r1 � r2| < RCC/4, respectively (RCC is the
carbon�carbon bond length of benzene). In Table 3, the
differences of Rmax (the peak position) are less than 0.27 Å for
the different force fields, while the differences of Rmin are less
than 0.24 Å, with respect to the corresponding experimental
values.41 The Rmax value predicted with the CHARMM27 force
field and the Rmin value predicted with the OPLS-CS force field
are in the best agreement with the respective experimental
values.41 The coordination numbers predicted with all force
fields are generally in accord with the experimental value of 12.41

The OPLS-CS force field predicts the largest population of the
perpendicular configurations (66.89%) and the smallest popula-
tion for the parallel configurations (15.42%). Here, the parallel
configuration is significantly disfavored, due to the separated
charges of this force field. Since the larger interaction energies for
the perpendicular (T and Y) configurations were calculated with
high-level quantum chemistry methods,33,34 the OPT-FF force
field on the basis of the fittings to the ab initio results65 certainly
predicts the second largest population for the perpendicular
configurations (59.59%) and the second smallest population for
the parallel configurations (21.84%). The population sequence
of the perpendicular configurations for the other force fields,
GROMOS 53A5 ∼ GROMOS 53A6 > OPLS-AA ∼ GAFF >
CHARMM27 > AMBER 03, is consistent with the interac-
tion energy order calculated with these force fields (see Table 2).
The population distributions of the parallel configurations are in
a similar scenario. For the S and PD configurations, since
the interaction energies predicted with two GROMOS force
fields are much smaller than those with the AMBER 03, GAFF,

Figure 2. The radial distribution functions for the center of mass of
benzene molecules (a) and the C�C atoms of benzene molecules (b).
(a) Experimental data cited from ref 41. (b) Experimental data cited
from ref 38.

Figure 3. Diagram showing the definitions of θ, j, R, r1, and r2.
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OPLS-AA, and CHARMM27 force fields, the populations of the
parallel configurations are relatively minor for the former force
fields. It is interesting that all force fields predict isoenergetic
interactions for the T- and Y-shaped dimers, but the populations
of T and Y configurations in the liquid are distinctly different. For
all of the force fields, the average ratio of the population, Y/T ≈
1.25:1, is consistent with the experimental conclusion that the Y
configuration is more favored than the T configuration in liquid
benzene.41 Generally, the population of the perpendicular con-
figuration is 1 to 2 times more than that of the parallel config-
uration in the first shell. However, as pointed out by Headen
et al.,41 at a small molecular separation (<0.50 nm), the PD
configurations are preferred, while at a larger separation
(>0.50 nm), the neighboring aromatic rings are predominantly
perpendicular to each other. The spatial scale of the first liquid
shell discussed above (e0.75 nm) is just beyond the sensitive
criterion of 0.50 nm given by Headen et al.41 Therefore, to
further analyze the different configuration populations depen-
dent on themolecular separations in the first shell, we explore the
molecular orientations and anisotropism in the first shell.
In Figure 4, the number of benzene molecules in the first shell

is plotted as a function of the angle θ between the two molecular
planes. The molecular orientations of the first shell of benzene
have been proved to be nearly isotropic in the experiment,41

which is successfully reproduced in the present simulations with
the AMBER 03, GAFF, OPLS-AA, CHARMM27, GROMOS
53A5, and GROMOS 53A6 force fields. In Figure 4, only the
results of the OPT-FF (the upper panel in Figure 4a) and OPLS-
CS (the upper panel in Figure 4e) force fields are distinctly
different, indicating the large deviations from the isotropism at
θ ∼ 90�. When we turn back to the argument of whether the
preferred parallel π�π contacts (PD) at the small molecular
separation (<0.50 nm)41 could be reproduced in the simulations,
in the middle panels of Figure 4a�h, one can find that the
AMBER 03, GAFF, OPLS-AA, and CHARMM27 force fields
used in the simulations are approved to be reliable, supporting
the experimental result;41 the OPT-FF and OPLS-CS results are
significantly different, violating Headen’s conclusion;41 the
nearly isotropic distribution is found in the range of θ from
0�20� for two GROMOS force fields, implying homogeneous
configurations on this spatial scale. When the molecular separa-
tion is more than 0.50 nm (see the below panels), all of the
simulations show that the perpendicular configuration is favored;
in particular, the OPLS-CS model exhibits the largest deviation
from the isotropic distribution. The molecular orientations in the

liquid must be closely related to the intermolecular interactions.
In Figure 5, the contour maps of the benzene�benzene interac-
tion energy can let readers more easily catch the major char-
acteristics of the different force fields. In the calculations of these
benzene�benzene interaction energy potentials, the benzene
molecule at the bottom (see Figure 3) is fixed while the upper
molecule rotates by changing θ from 0 to 90�. Within the
interaction energy range of �4.5 to 6.0 kcal/mol, two basins
(two local existing minima that correspond to the parallel and
perpendicular configurations) are clearly shown on the potential
energy surfaces obtained with the OPT-FF, AMBER 03, OPLS-
AA, and CHARMM27 force fields. At a small molecular separa-
tion (R < 0.50 nm), only the perpendicular configurations
(T and Y) are permitted for OPLS-CS. As for the OPT-FF force
field, its potential well for the perpendicular configuration having
a considerable large interaction energy (�2.5 kcal/mol) extends
to the small molecular separation (<0.50 nm). This leads to the
predominant perpendicular orientations in the small molecular
separation region (<0.50 nm) at about 60�, corresponding to a
maximum of the N(θ) values in the middle panel of Figure 4a.
What is the physical factor playing a role in the preference of

the parallel configuration at a small separation? According to the
compositions of these force fields, see eq 1, the total potential
energy at a separation distance of 0.45 nm (plotted in Figure 6a)
is further decomposed to the Coulomb contribution (see
Figure 6b), the intermolecular Lennard-Jones interactions be-
tween carbon and carbon atoms in two benzenes (see Figure 6c),
the intermolecular Lennard-Jones interactions between carbon
atoms in one benzene and hydrogen atoms in the other (see
Figure 6d), and the intermolecular Lennard-Jones interactions
between hydrogen and hydrogen atoms in two benzenes (see
Figure 6e). As shown in Figure 6b, one can find that the strong
Coulomb attractions lead to a preference of the perpendicular
configuration for the OPLS-CS force field. For the OPT-FF force
field, the remarkable large Lennard-Jones attraction in whole
range of θ, shown in Figure 6c, mainly arises from the largest εC
of this force field (see Table 1); in Figure 6d, the much weaker
Lennard-Jones repulsive interaction around θ ≈ 90� is due to the
smallest values of σH and εH (see Table 1). The intermolecular
Lennard-Jones attractions (�1.2 to �1.7 kcal/mol, see Figure 6c)
between carbon atoms should be responsible for the formation of
the parallel configuration; moreover, as shown in Figure 6d, the
perpendicular configuration is disfavored due to the relatively strong
repulsive Lennard-Jones interactions between carbon atoms in one
benzene and hydrogen atoms in another benzene. As shown in

Table 3. Location of the maxima (Rmax) and the End of the First Peak (Rmin) of the Radial Distribution Function g(r)COM�COM,
the CoordinationNumber for the First Shell, and the Populations of theDifferent Configurations of the BenzeneDimer in the First
Liquid Shell

Rmax (Å) Rmin (Å)

coordination number

(r ∼ 0.0 � Rmin Å) parallel (%) perpendicular (%) T-shaped (%) Y-shaped (%)

OPT-FF 5.48 7.26 12.8 21.84 59.59 25.98 33.60

AMBER 03 5.54 7.74 12.2 24.44 56.33 25.44 30.89

GAFF 5.50 7.74 12.4 24.04 56.83 25.80 31.03

OPLS-AA 5.62 7.68 12.4 23.72 57.07 25.77 31.30

OPLS-CS 5.54 7.38 12.5 15.42 66.89 27.90 38.99

CHARMM27 5.64 7.68 12.5 24.22 56.50 25.61 30.89

GROMOS 53A5 5.54 7.64 12.5 22.25 58.96 26.45 32.50

GROMOS 53A6 5.58 7.66 12.5 22.55 58.58 26.37 32.22

exptl.41 5.75 7.50 ∼12
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Figure 6e, the intermolecular Lennard-Jones attractions between
hydrogen atoms are too weak (<0.2 kcal/mol) to influence the
orientations of the benzene molecule.
3.3. Thermodynamic Properties. The accuracy of the struc-

ture calculated from MD simulations can discern the excellence
of the different force fields. On the other hand, the thermo-
dynamic properties predicted by MD simulations are also
important in evaluateing the superiority of the force fields. In
Table 4, the density (F), molecular volume (V), heat capacity at
constant pressure (CP(l)), vaporization enthalpy (ΔHvap), shear
viscosity (η), self-diffusion coefficient (D), and rotational corre-
lation times of vectors perpendicular and parallel to the aromatic

plane (τ2^ and τ2 )) for the different force fields used in the
simulations are listed and compared with the experimental values
cited from refs 72 and 87�90. The statistic errors of the
theoretical values are also estimated with the methods proposed
before.80 The density, F = 870.4( 0.6 kg/m3, predicted with the
CHARMM27 force field is in excellent agreement with the
experimental result, while the AMBER 03 result is the smallest.
The results of the OPLS-AA, GAFF, and two GROMOS force
fields can also provide good results, within percent deviations of
less than 3%. The percent deviations for the OPLS-CS and OPT-
FF force fields reach 8.4% and 19.6%, respectively. The over-
estimated density of the OPT-FF force field may be attributed to

Figure 4. Number of benzene molecules in the first coordination shell as a function of the angle θ between the aromatic planes (red lines). The green
lines represents a random isotropic distribution of molecules.
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its quite small σH (see Table 1), which leads to a significant
decrease of the molecular volume (V = 124.2 ( 0.1 Å3).
The CP(l) andΔHvap values predicted with the OPLS-AA force

field match the experimental data very well.72,87 Within the
computational uncertainty of CP(l), the result for the OPT-FF
force field is also acceptable. TheCP(l) values of the CHARMM27
and two GROMOS force fields are a little larger than the
experimental datum,87 but the largest one, 39.1 ( 1.2 cal mol�1

K�1, is predicted with the GAFF force field, and the smallest one,
28.6 ( 0.5 cal mol�1 K�1, is estimated with the OPLS-CS force
field. The two largestΔHvap values are predicted with the OPT-FF
and OPLS-CS force fields, while the results with the AMBER
03 and GAFF force fields are much smaller than the experi-
mental datum.72 However, the predictions of ΔHvap for most
force fields except for the OPT-FF and OPLS-CS force fields
are acceptable because of the large experimental uncertainty of

Figure 5. Contour maps (θ ∼ RCOM�COM, j = 0�) of the interaction potential energy surfaces of the benzene dimer. The black lines represent the
contour line of 0 kcal/mol.
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ΔHvap ((0.48 kcal/mol).72 In the scheme of the definitions of
CP(l) and ΔHvap (see eqs 2�4), we think that the distinct
differences of these thermodynamic values are basically arising
from the fluctuation discrepancies of intermolecular energies Einter
for these force fields. The significant differences of the intermo-
lecular π�π interaction energies for these force fields have been
discussed above. Moreover, the differences of V shown in Table 4
should be considered. The estimated CP(l) andΔHvap can also be
influenced by the cutoffs of the long-range potential employed in
the simulations.91,92 The common values of the cutoff of 1.3 nm
for the Coulomb interactions and the cutoff of 1.5 nm for van der
Waals interactions were used in the present simulations for these
different force fields. For example, in eq 1, the smaller atomic
charges (e.g., those of OPLS-AA and CHARMM27, see Table 1)
can lead to the quick quenching of the Coulomb interaction, while

the larger charges used in the Coulomb potential calculations may
need the larger cutoff value.
The viscosity, as a kinetic property, is not only important for

pure liquids, as it also influences the rates of diffusion and
conformational change of molecules solvated in the liquid. Thus,
it is important that the force field can predict the accurate value of
viscosity of liquids. The shear viscosity of liquid benzene for the
different force fields calculated from the nonequilibrium MD
simulations is comparedwith the experimental result88 inTable 4.
TheCHARMM27 force field predicts the best value, with respect
to the experimental datum.88 The results of the OPLS-AA and
GROMOS 53A6 force fields are also outstanding, and they have
percent deviations of 9.0% and 9.8%, respectively. Unfortunately,
quite large values with percent deviations of 39.4%, 28.3%, and
21.3% are predicted with the AMBER 03, GAFF, and GROMOS

Figure 6. The potential energy curves of the benzene dimer as a function of the angle θ between the aromatic planes (j = 0� and RCOM�COM =
0.45 nm). (a) The total intermolecular potential energy of the benzene dimer. (b) The Coulomb potential energy of the benzene dimer. (c) The
intermolecular Lennard-Jones potential energy between carbon and carbon atoms in two benzene molecules. (d) The intermolecular Lennard-Jones
potential energy between carbon atoms in one benzene and hydrogen atoms in the other benzene. (e) The intermolecular Lennard-Jones potential
energy between hydrogen and hydrogen atoms in two benzene molecules.
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53A5 force fields, respectively. The result of the OPT-FF force
field is nearly 5 times higher than the experimental datum.88

What is more, the viscosity cannot be derived with the OPLS-CS
force field. In the nonequilibrium simulations, see eq 14, the
different densities F used for the various force fields may
numerically influence the shear viscosity. However, for certain
density values with the same percent deviation derived with
different force fields, their corresponding shear viscosities can be
significantly different, thus such a numerical effect of F should
be neglected. The differences in the fluidity of liquid benzene
determined by these force fields should mainly come from the
deviations of the descriptions of the intermolecular π�π inter-
actions. The rather large density and interaction energies of the
different configurations of the benzene dimer for the OPT-FF
force field may significantly impair the fluidity of liquid benzene,
namely, result in a larger shear viscosity. The separated charges
used in the OPLS-CS force field overemphasize the perpendi-
cular orientations of benzene molecules; thus the fluidity of
liquid benzene may be hindered by the strong attractive interac-
tion energies of the perpendicular configurations.
The self-diffusion coefficientD predicted from theMD simula-

tions is another important property to account for the force fields.
TheGAFF force field can predict quite well the experimental value89

with a percent deviation of 5.9%. The OPLS-AA and CHARMM27
force fields also gain reasonable values with percent deviations of
10.5%. Furthermore, within the statistical uncertainties for the
OPLS-AA and CHARMM27 force fields, their theoretical values
may be more acceptable. Unfortunately, the results of the AMBER
03, GROMOS 53A5, and GROMOS 53A6 force fields have large
deviations from the experimental value89 with percent deviations of
26.8%, 30.5%, and 19.1%, respectively. The result of the OPT-FF
force field is almost 1 order of magnitude smaller than the experi-
mental value.89 What is more, the OPLS-CS force field fails again in
the prediction of the self-diffusion coefficient of liquid benzene.
The rotational correlation times of the vectors perpendicular

and parallel to the aromatic plane (τ2^ and τ2 )) are evaluated with
the different force fields. For all of these force fields, τ2^ > τ2 ), which
is consistent with the experimental datum.90 The GAFF force field
obtains perfect values of both τ2^ and τ2 ) with percent deviations of
1.8% and 3.9%, respectively. AlthoughGROMOS53A5 predicts the
best values of τ2 ) (only with percent deviation of 0.8%), the value of
τ2^ evaluated by this force field ismuch larger than the experimental
datum90 (with a percent deviation of 23.2%).The results of both τ2^
and τ2 ) predicted with the OPLS-AA and GROMOS 53A6 force
fields are acceptable, with percent deviations of 5.4% and 6.5% for
τ2^, respectively, and both being 7.8% for τ2 ). However, the results

predicted with the OPT-FF, AMBER 03, and CHARMM27 force
fields show quite large percent deviations, namely, 266.7%, 16.7%,
and 16.1% for τ2^ and 96.1%, 15.5%, and 14.7% for τ2 ), respectively.
Unfortunately, the OPLS-CS force field fails again in predicting
either τ2^ or τ2 ).
As mentioned above, the dynamic properties D and τ2 show

significant differences for these sets of force fields, which should
be closely related to the distinct differences in description of the
intermolecular interactions. For instance, the relatively strong attrac-
tive interactions in the perpendicular configuration of the benzene
dimer that are predicted with theOPT-FF andOPLS-CS force fields
assuredly lead to much smaller self-diffusion coefficients (nearly
zero for OPLS-CS); moreover, the relaxation time τ2^ is seriously
overestimated or irregularly larger than τ2 ), e.g., for OPLS-CS,
τ2^∼ 3.02� 1033 ps while τ2 )∼ 2.14� 103 ps. The overestimation
of theπ�π attractive interactions and the overemphasis on a certain
configuration (e.g., the perpendicular configuration for OPLS-CS)
will remarkably influence the simulation results of the structural and
dynamic properties of liquid benzene.

4. CONCLUSION

In the present study, the classical MD simulations of liquid
benzene are performed with the recently developed force fields
OPT-FF,65 AMBER 03,57 GAFF,58 OPLS-AA,43 OPLS-CS,49

CHARMM27,61,62 GROMOS 53A5,63 and GROMOS 53A6.63

To evaluate the qualities of these force fields, our strategy was as
follows: First, the potential energy curves of the benzene dimer at
four different configurations, S, PD, T, and Y-shaped, were predicted
with these force fields and compared with the high-level quantum
chemistry results.33,34 Second,with the references of the experimental
studies,38,41 the local and long-range structures of liquid benzene
were carefully examined on the basis of the present simulations.
Third, the thermodynamic properties were calculated and compared
with the experimental datum.72,87�90 In the last two parts, the
significant differences of the simulations using the various force fields
were discussed in detail, in whichwe particularly pursued the physical
diversities in the description of aromatic π�π interactions for these
force fields. Conclusive remarks are summarized here:

(1) On the local structures of liquid benzene, the parallel PD
configuration at a small separation is favored.41 As shown in
Figure 6, this can be reasonably interpreted with the
intermolecular Lennard-Jones attractions between carbon
and carbon atoms in two benzene molecules in the parallel
configuration, while the intermolecular Lennard-Jones

Table 4. Some Thermodynamic Properties Calculated from the MD Simulations Using the Different Force Fields

F (kg/m3) V (Å3) CP(l) (cal mol
�1 K�1) ΔHvap (kcal/mol) η (10�3 kg m�1 s�1) D (10�9 m2/s) τ2^ (ps) τ2|| (ps)

OPT-FF 1044.6( 0.6 124.2( 0.1 35.2( 1.3 11.30 ( 0.02 3.280( 0.031 0.35( 0.01 6.16 2.53

AMBER 03 835.9( 0.5 155.2( 0.1 36.6( 1.3 7.24( 0.01 0.364( 0.003 2.79( 0.22 1.40 1.09

GAFF 852.1( 0.8 152.2( 0.2 39.1 ( 1.2 7.55( 0.01 0.431( 0.002 2.33( 0.01 1.71 1.24

OPLS-AA 867.3( 0.4 149.6( 0.1 33.3( 0.8 8.02( 0.01 0.547( 0.004 1.97( 0.10 1.59 1.19

OPLS-CS 947.2( 0.3 136.9 ( 0.1 28.6( 0.5 14.86( 0.01 a a a a

CHARMM27 870.4( 0.6 149.0 ( 0.2 37.6( 1.2 8.17( 0.01 0.567( 0.003 1.97( 0.17 1.41 1.10

GROMOS 53A5 887.3( 0.2 146.2( 0.1 37.3( 0.7 8.44( 0.01 0.729 ( 0.004 1.53( 0.02 2.07 1.30

GROMOS 53A6 881.5 ( 0.3 147.2( 0.1 37.2( 0.6 8.25( 0.01 0.660( 0.005 1.78( 0.04 1.79 1.19

exptl. 873.8b 148.4b 32.4c 7.89( 0.48b 0.601d 2.20e 1.68 f 1.29 f

aThe unreliable values of η, D, τ2^, and τ2|| are predicted with OPLS-CS force field.
bCited from ref 72. cCited from ref 87. dCited from ref 88. eCited

from ref 89. fCited from ref 90.
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interactions between carbon and hydrogen atoms in the
perpendicular configuration are strongly repulsive.

(2) The AMBER 03, GAFF, OPLS-AA, and CHARMM27
force fields are reliable in the description of the orienta-
tional distribution of benzene molecules in the first
coordination shell. However, the preference for the
parallel configurations at a small molecular separation
(<0.50 nm) cannot be reproduced in the simulations with
the OPT-FF, GROMOS 53A5, and GROMOS 53A6
force fields, which is due to the largest εC and the smallest
σH and εH used in OPT-FF and the relatively large point
charges on the C and H atoms used in the two GROMOS
force fields. The separated charges used in the OPLS-CS
force field result in the perpendicular configuration being
strongly preferred. Through careful examinations of the
simulated results using these different force fields, we
recommend that the OPLS-AA force field is the best one,
not only in the descriptions of the microstructures of
liquid benzene but also in the thermodynamic properties
investigated in this work. The OPLS-AA force field is
promising for the applications to the other aromatic π�π
interaction systems.

(3) For the aromatic π�π interaction systems, neither the
exaggeration of the quadrupole�quadrupole interaction
in the force field function (e.g., OPLS-CS49) nor merely
fitting the ab initio pairwise interaction potentials (e.g.,
OPT-FF65) can simply warrant the reliability of these
force fields. Thus, a highly qualified force field should be
good at the descriptions on not only the microstructure
but also at the predictions of the thermodynamic proper-
ties of the liquids.
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ABSTRACT: Charge flow in materials at the atomistic level is controlled through chemical potential equalization among its
constituents. Consequently employing this concept in a simulation requires some model of chemical potential. Current atomistic
models of chemical potential, such as the Iczkowski�Margrave (IM) model, are built largely on heuristic arguments and depend
linearly on the net charge of each constituent. To gain new insight into the IM model, a many-electron model Hamiltonian is
constructed at the atomistic level that is commensurate with the IMmodel, as opposed to one designed at the one-electron level. For
a three-state, two-fragment system, the essential electronegativity and the chemical hardness energies are recovered. However, the
model Hamiltonian imparts new charge dependencies not found in the IM model. Decidedly nonlinear, transitional or hopping
contributions in those new dependencies are shown to be critical to regulating charge flow. Other modifications to the IMmodel are
illustrated with simple two- and three-fragment systems, involving as many as five states, that act as paradigms for general materials
models. Including more than three states in the three-fragment example introduces local bonding refinements to the Mulliken
electronegativity and chemical hardness.

1. INTRODUCTION

Demands for more refinedmaterials models are driving efforts
to ground atomistic levels of those models more fundamentally
in the underlying electronic structure. Among the refinements of
most intense interest are those pertaining to the chemical
potential1 that determines charge flow among the constituents
of a material as they encounter different chemical andmechanical
environments.

Numerous variable charge models have been constructed for
the purpose of modeling atomic-level chemical potential. The
principle model used for this purpose has been that of Iczkowski
and Margrave (IM).2 Specifically, the IM model concerns itself
with how the energy of each atom in the material changes with
charge fluctuations. Thus, the IM may be viewed as a model of a
site energy. The model comes from the simple idea that a site can
occupy certain integer charge states (Figure 1),3�5 most typically
the neutral, cation, and anion states. One is naturally inclined to
interpolate among those points with a polynomial.2 With these
available states, for an atomAwith charge q, a quadratic polynomial
suffices to yield

EIMA ðqÞ ¼ Eð0ÞA þ χAqþ 1=2ηAq
2 ð1Þ

With EA
(0) as the energy of the isolated atom, a pleasing inter-

pretation is available by identifying the linear expansion coeffi-
cient as the Mulliken electronegativity χA

4 and the quadratic
coefficient as the chemical hardness ηA.

6 Before defining χA and
ηA, first define EA(NA) as the energy of isolated A with NA

electrons. If A has nuclear charge ZA, then E(ZA), E(ZA� 1), and
E(ZAþ 1) correspond to the energies of the neutral atom, cation,
and anion, respectively. The electronegativity is the average of
the (first) ionization potential IA and electron affinity EA, χA �
(IAþ EA)/2, and while the hardness is the difference ηA� IA�
EA. The ionization and electron affinity energies are defined by
differences in the energies for isolated atom A with different

numbers of electrons, namely IA � E(ZA � 1) � E(ZA) and
EA � E(ZA) þ E(ZA þ 1). For future reference, note the
finite difference relations χA = (E(ZA � 1)� E(ZA þ 1))/2 and
ηA = E(ZA � 1) þ E(ZA þ 1) � 2E(ZA).

The implied chemical potential in the IM model is linear in q:

� μIMA ðqÞ � dEA=dq ¼ χA þ ηAq ð2Þ
For this reason, some have characterized this model of chemical
potential as metallic in nature.7 Consequently, charge flow is
unimpeded when atoms dissociate. This facet of the IM model
has led to many variations on the basic theme.8�22 For the most
part, definitions of the coefficients have been made more
sophisticated to allow more realistic charge flow over wider
ranges of conditions. Nevertheless most of these approaches
adhere to a quadratic expansion in q and retain the essentially
metallic nature of the model.

Perdew et al. (hereafter referred to as PPLB) showed that as A
dissociates from the rest of the material, the interpolation among
integer charge states becomes piecewise linear (Figure 1), instead
of a smooth function.23 The associated model of chemical
potential μA

PPLB(q) is piecewise constant, in marked contrast to
the linear IM model. Reconciling these different models has
proven difficult. A more fundamental understanding of the
origins of the charge dependence of EA(q) should prove fruitful.
Initial efforts at reconciliation have yielded some progress,24�26

although they have not yet resulted in a general model of
chemical potential.

To this end, a relationship between chemical potential and the
stationary principle of density functional theory (DFT) has been
proven.27 That is, suppose that Ev[F] is the energy for an N- and
v-representable electron density F according to the Hohenberg�
Kohn theorem28 or for anN-representable density by constrained
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search theory,29 for some fixed external potential v. Then, for that
density to correspond to the ground state of the system, it is
necessary that δEv/δF, the functional derivative of Ev[F] with
respect to F:

μDFTδEv=δFðrÞ ð3Þ

be a constant, over all points in space r (neglecting spin), and
where μDFT is the global chemical potential of the system. The
DFT point of view is oriented toward the electronic structure of a
molecule or material and provides a value of chemical potential at
each point in space. However, the DFT approach to chemical
potential is not pursued here.

Rather, we pursue generalizations of the IM definition of
chemical potential, a “per atom” quantity, μA = δE/δNA, where
NA is the number of electrons associated with A. It is generally
accepted that μA = μDFT, although that relationship is not
explored here either. We will, however, return to the distinction
between finite-difference and differential definitions of electro-
negativity and hardness, as they are related to μA, and to the
relationship of μA

IM to μA.
Our desire in analyzing the chemical potential is to connect

with a certain genre of atomistic models that are founded on eq 2,
and where the states of the atoms are the central focus, rather
than the states of the electrons defined by eq 3. To attain such a
goal, several features of the DFT lines of thinking must be
recognized at the outset: (1) Implicit in the vast majority of
atomistic materials models is the notion that one can actually
define atoms or, more generally, fragments in a material. (2) To
make these identifications, the total electron density is often
decomposed into fragment quantities, as warranted by DFT-8,30�32

and tight-binding (TB)-based33 approaches to these models. (3)
In both cases, single electrons and their states constitute the basic
entity, or finest level of granularity, in the model. Coarser entities,
such as atoms and states of atoms, are then reconstituted from
thesemore basic entities. As a result, feature 3 is inconsistent with
features 1 and 2.

Consequently, we adopt a different tactic here with an
atomistic focus from the outset. A model Hamiltonian is con-
structed with atoms as the fundamental level of granularity. This
model Hamiltonian does share certain commonalities with TB
Hamiltonians:34,35 The total energy decomposes similarly, and
descriptions of the basic components will sound familiar. How-
ever, there are important differences in actuality. The present
development relies on many-electron states of the material. The
states of the atoms are derived from the many-electron states,
rather than single-electron states. Themodel Hamiltonian will be
defined well-enough that all of its components (described below)

could, in principle, be calculated from wave function-based
electron structure methods. Finally, both quadratic-like and
piecewise-linear limiting behaviors (compare, for instance, refs
8 and 36�40) may be derived from the present approach.

2. FRAGMENT MODEL HAMILTONIAN FORMALISM

The broad framework of the fragment model Hamiltonian
requires a combination of three essential elements, these being
certain characteristics of many-electron wave functions, Hamil-
tonian decomposition, and charge-state variables. A fragment is a
collection of nuclei and electrons that deemed helpful for the
material and problem of interest. Thus, a fragment may be
anything from a single atom or a functional group to a unit cell
or even a molecule in a molecular fluid or crystal. The charge-
state variables pertain to the charge states of the fragments and
form the connection back to both the many-electron wave
functions and theHamiltonian decomposition, as described here.

First, for an arbitrary, unnormalized state ψ, take ψ = ∑ici|iæ,
where the |iæ are many-electron, nonadiabatic states, and the ci
are expansion coefficients. The only required characteristics are
that the |iæ be normalized antisymmetric, and, for each fragment,
the number of electrons be assigned an integer value. There are a
number of definitions of charge that might be used. Here it is only
necessary to choose a definition and to apply it consistently in
constructing the nonadiabatic states. For convenience at this
stage of conceptual development, we also require strong ortho-
gonality, meaning that certain one-particle transition densities
between any two nonadiabatic states are neglected. Nothing
about orbital basis sets, reference states, density decompositions,
or even representations is obligatory. No further specificity in the
nonadiabatic states is required at this time.

Now, for any fragment A, define a set of its states by the
relations:

jAæ ¼ ∑
ζ

CAζ jAζæ ð4Þ

jAζæ ¼ ∑
i
δζζAi cijiæ=CAζ ð5Þ

and

C2
Aζ ¼ ∑

i
δζζAi c

2
i ð6Þ

The Kronecker δ functions select which nonadiabatic contri-
butes to the charge state ζ of A. For any set of fragments defining
our total system, one has available the identities ψ = |Aæ = |ABæ,
for any fragment A or fragment pair AB. Note that |ABæ is not
necessarily a product of fragment wave functions. We note here
that the ci

2 and CAζ
2 are equivalent to occupation numbers for the

various states. Thus, the value of CAζ
2 defines what fraction of the

time that A spends in the ζ charge state. Finally the fractional
number of electrons isNA� ∑ζNAζCAζ

2, whereNAζ is the integer
number of electrons for the ζ charge state.

One familiar prototype for these states is the valence bond
states for the neutral hydrogen molecule. The Heitler�London
or covalent state places one electron on each atom. For example,
|covæ = φL(1)φR(2) þ φL(2)φR(1), where φ is an arbitrarily
chosen orbital and L and R label the left and right atoms of the
molecule, respectively, when the bond axis is oriented horizon-
tally and the spin is neglected. The labels “1” and “2” signify the
spatial coordinates of electron 1 and 2, respectively. Each of two

Figure 1. Three-state model of site energies underlying the IM model.
Both quadratic and piecewise linear interpolations are possible. The
resulting models of chemical potential differ dramatically.
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ionic states places both electrons on one atom and none on the
other. For example, |ionLæ = φL(1)φL(2). Each of these states
may be augmented with factors that include explicit correlation.
This example can be extended to arbitrary systems and numbers
of nonadiabatic states.

Second, recall the well-known fact that any electronic Hamil-
tonian can be decomposed into a sum of fragment Hamiltonians
ĤA and purely Coulombic interactions V̂AB between fragment
pairs.41 Some readers may be familiar with this idea from the field
of “atom-in-molecule” (AIM) approaches to atomistic modeling.
The principle differences are that fragments do not have to be
atoms, and only the concept of Hamiltonian decomposition is
adopted from that work. Other concepts associated with the AIM
approach, such as orbital representations, are not adopted here.

Each fragment Hamiltonian is the same operator as applies to
that fragment in isolation, except for one caveat to be explained
shortly. In typical fashion, ĤA is the sum of kinetic energy,
electron�nuclear, and electron�electron operators for its elec-
trons. That is, ĤA = T̂A þ v̂A þ v̂A

ee, where

T̂A ¼ ∑
j ∈ electrons of A

T̂j

v̂A ¼ ∑
j ∈ electrons of A

∑
k ∈ nuclei in A

v̂jk

and

v̂eeA ¼ 1=2 ∑
j ∈ electrons of A

∑
k ∈ electrons of A 6¼j

v̂eejk ð7Þ

The Coulombic interactions in V̂AB are only those that come
from electrons on A interacting with the nuclei of B and the
electrons of B, plus electrons of B interacting Coulombically with
electrons and nuclei of A. These Coulombic terms account for all
of the interaction operators not appearing in the fragment
Hamiltonians themselves. In the end, this is merely a book-
keeping exercise. Thus, from Moffitt,41 in the general case, the
fragment Hamiltonian is simply the total electronic Hamiltonian
rewritten as

ĤðfÞ∑
A
ĤA þ 1

2∑AB
0V̂AB ð8Þ

∑0 means a double sum excluding terms with B = A. To complete
the definition of Ĥ(f), and this is the cavaet mentioned before,
each fragment Amust be assigned an integer number of electrons
NA. Traditionally the assignment NA = ZA has always been
adopted. In point of fact, there is no physical requirement for
this assignment. In the context of charge-transfer events, a
variable distribution of electrons among the fragments seems
more appropriate.

As an example of the fragment form of an electronic Hamilto-
nian, suppose the total system consists of two fragments, A and B,
that are atoms, meaning that each fragment has only one nucleus.
The total Hamiltonian is Ĥ(f) = ĤA þ ĤA þ V̂AB. Assume that
the system is neutral, so that N = ZA þ ZB, where N is the total
number of electrons. Since there are only two fragments in this
example, V̂AB always contains all of the electrons. It need not be
discussed here any further. ĤA (NA) is the Hamiltonian for
isolated A withNA electrons, and ĤB (NB) is the Hamiltonian for
isolated B with NB electrons. To maintain neutrality, it is only
necessary that NA þ NB = N. It is not necessary that NA = ZA.
Electron indistinguishability falls under the definitions of the

nonadiabatic states. It is perfectly acceptable to arbitrarily assign
electrons 1 through NA to A and electrons NA þ 1 through N to
B. For instance, for the kinetic energy operator of A, T̂A (NA) =
∑j = 1
NA T̂j and, for B, T̂B (NB) = ∑j = NA þ 1

N T̂j. Similar expressions
can be constructed for the other operators in the fragment
Hamiltonian. This example begs the question of how many
electrons to assign to each fragment.

The crucial and unique notion of the present approach is that
each state |iæ defines an electron distribution on Ĥ(f). Symboli-
cally, Ĥ(f)|iæ = Ĥi

(f)|iæ with the meaning that (ĤA)i (more
explicitly Ĥζi

A ) is assignedNA
ζi electrons, the number of electrons

appropriate to A for state i. The contracted representation of the
wave function for any fragment A leads to its energy being
expressed as

EA∑
ζζ0

CAζ0CAζHA
ζζ0 ð9Þ

where Ĥζζ0
A � Æ Aζ0 |Ĥζ0ζ

A |Aζ with Ĥζ0ζ
A = (Ĥζ0

A þ Ĥζ
A)/2. In

density matrix form:

EA ¼ trðHAΓAÞ ð10Þ
where tr is the matrix trace operator, the density matrix ΓA has
elements CAζ0CAζ

42 and tr ΓA = 1 is assumed. Averaging the
fragment Hamiltonians in the energy matrix elements ensures
that they are hermitian. The fragment�fragment interactions can
be brought to an analogous form, namely VAB � tr(VABΓAB).

Let us return once more to the diatomic example. In the
definition of Ĥζ0ζ

A , the kinetic energy for the fragment Hamilto-
nian of A becomes

T̂A
ζ0ζ ¼ 1=2ð ∑

ZA � ζA

j¼ 1
T̂j þ ∑

ZA � ζ0A

j¼ 1
T̂jÞ ð11Þ

It depends explicitly on the values of ζA and ζ0A. The kinetic
energy operators for B are balanced with those of A so that charge
neutrality is maintained at all times. As before, analogous
expressions may be constructed for the other operators con-
tributing to Ĥζ0ζ

A . The Coulombic operators for the A�B atom
interaction may be expressed as

V̂AB
ζ0ζ ¼ 1=2½ð ∑

ZA � ζ

j¼ 1
v̂jB þ ∑

ZA � ζ0

j¼ 1
v̂jBÞ þ ð ∑

N

j¼ZA � ζ þ 1

v̂jA

þ ∑
N

j¼ZA � ζ0 þ 1

v̂jAÞ þ ð ∑
ZA � ζ

j¼ 1
∑
N

k¼ZA � ζ þ 1

v̂eejk

þ ∑
ZA � ζ0

j¼ 1
∑
N

k¼ZA � ζ þ 1

v̂eejk Þ� ð12Þ

Thus, VAB itself is determined by the matrix of distributions of
electrons between A and B, reflected in the V̂ζ0ζ

AB operators, even
though AB is neutral by assumption. Only the charge state of A is
needed, because of the neutrality assumption. In the more
general, multifragment case, more complex notation is required.
Summing the fragment contributions for a give distribution of
electrons recovers the total-system Hamiltonian.

The fragment density matrices defined in eq 10 are of a
different ilk42 than those familiar from contemporary energy
density, one-matrix, and two-matrix functionals. One-matrices
pertaining to energy functionals, for example, come from inte-
grating the N-particle density matrix of the system over N� 1 of
its electrons. The fragment density matrices are comprised of
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coefficients for contracted, N-electron, nonadiabatic states, orga-
nized by the charge states of each fragment. For this reason, there
are no problems with representability issues, as arise in reduced
density matrices.29

Combining the various fragment contributions, one obtains a
total variational energy:

E ¼ ∑
A
EA þ 1

2∑0
AB

VAB ð13Þ

Systematic definitions of the fragment contributions, particularly
the transitional or hopping elements of the fragment energy
matrices, were absent from earlier work.43 This expression con-
forms to the ansatz for most empirical and semiempirical poten-
tials in common use. However, it originates from a model
Hamiltonian with atomic granularity, rather than from a one-
electron Hamiltonian,16,34,44,45 time-averaged values of fragment
charges,46 or perturbation theory estimates.47,48 Furthermore, as
is common among methods that decompose a many-body
Hamiltonian, there are no explicit bond and dihedral angle
dependencies. Such dependencies come about implicitly from
the properties of the nonadiabatic states and from optimization
of E.

Third, the charge q on A may be defined from the fragment
charge occupation numbers,24,26,49 so that q� ZA�NA in the
present notation. If three charge states, 0, þ, and �, are
accessible to fragment A, then the charge reduces to the
expression:

q ¼ C2
Aþ � C2

A� ð14Þ
for tr ΓA = 1. That is, the net charge of A is determined by the
balance in occupancy of the cation and anion states. The
charge range depends only on which nonadiabatic states are
admitted to the model.

Note that ordinarily there are more occupation numbers than
charges. One method for eliminating the undefined coefficients
and defining the energy for a chosen set of fragment charges
q consists of minimizing the variational energy eq 13 over all
possible sets of nonadiabatic coefficients c that yield those
fragment charges.43 That is

EðqÞ � min
c sfq

EðcÞ ð15Þ

where cf q means any choice of c that yields q. This definition
may be motivated by constrained search density functional
theory29 and viewed as a special form of more general con-
strained functionals.50

Spin variables could be added in a more complete treatment.
However, as the IMmodel does not address spin dependencies in
an explicit manner, they are neglected here.

3. CHARGE�FLOW REGULATION IN A TWO-STATE,
TWO-FRAGMENT MODEL

The development above completes the definition of the
model Hamiltonian. The simplest illustration of its use in
understanding chemical potential consists of a neutral, two-
fragment system, where the fragments are atoms, or more
simply a diatomic molecule AB. It is described by two states
|0æ = |A0B0æ and | þ æ = |AþB�æ. Clearly, since there are only
two states, the resulting model and the IM model cannot be
compatible. Neither electronegativity nor hardness as defined
by the finite difference relations associated with eq 2 can

play a role in this simplest application of the fragment model
Hamiltonian. On the other hand, new second- and higher-
order contributions in the charge dependence play a vital role
in regulating charge flow.

To see the divergence between the models, begin with
eq 14.24,25 Since, by choice CA� = 0, one arrives at the relations
CAþ = (q)1/2 and CA0 = (1 � CAþ

2)1/2 = (1 � q)1/2. The
coefficients for B have the same values as for A in this case. The
subscript A is dropped from q since only one charge is needed to
define the system. Thus its density matrix, as a function of q,
becomes

ΓA ¼ 1� q
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
qð1� qÞpffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

qð1� qÞp
q

0
@

1
A

A

ð16Þ

The essential charge dependence of EA(q) = tr(HAΓ) differs
considerably from the IM model. These differences can be
brought to light by expanding the fragment energy to obtain

EAðqÞ ¼ HA
00 þ ðHA

þþ �HA
00Þqþ 2HA

0þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
qð1� qÞ

q
ð17Þ

where the energy matrix elements are defined in eq 9. The
asterisk indicates that these energies come from the system
states, rather than the properties of the isolated atoms. A term
linear in q appears with an energy scale determined by a
generalized ionization energy IA* � Hþþ

A � H00
A . The associated

chemical potential μA* may be identified as

μ
�
AðqÞ ¼ I

�
A þHA

0þ
1� 2qffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
qð1� qÞp ð18Þ

It is evident that a Taylor series representation of μA*(q) cannot
be centered on either q = 0 or 1. Furthermore, neither the
Mulliken electronegativity nor the chemical hardness appear in
this model. Instead, first- and higher-order terms appear that have
nothing to do with the finite-difference definition of chemical
hardness. Whether or not a constant term appears depends on
the expansion point used to determine this contribution. At
q = 1/2, no constant appears to combine with the ionization
potential. At any other permissible expansion point, a nonzero
constant does appear.

Thus, the square-root dependence from the transition
matrix elements constitutes a unique facet to the model.24,25

These dependencies correspond to rigorous density func-
tional23 and perturbative51 analyses of nonlinear behavior in
the fragment chemical potentials. This model of transitional
or hopping contributions to the fragment energies provides a
physical basis for the nonlinearities in recently proposed
models of chemical potential.19,20 Hopping contributions
constitute departures from thermodynamic models of frac-
tional charge.40,52

Transitional contributions do not appear in the IMmodel and
yet constitute the heart of charge flow regulation. To see this,
note the following illustration: There is only one charge state for
AB so that C(AB)0 = 1. However, the interaction energy V(AB)0

depends on q and may be expressed as a trace over the same
density matrix Γ(AB)0 = ΓA. Consequently the total energy
simplifies to E(q) = tr(HA þ HB þ VAB)Γ = trHΓ. The spectral
form of the variational energy26 is more insightful and can be
expressed as

EðqÞ ¼ E0 þωðqÞðE1 � E0Þ ð19Þ
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where E0 and E1 are the ground- and excited-state energies
derived from these two basis states, and

ωðqÞ ¼ ð
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1� q0Þq

q
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
q0ð1� qÞ

q
Þ2 ð20Þ

is the occupation number for the excitation. The ω depends
explicitly on q0, the ground-state charge. Because the ground-
and excited-state energies are just a special case of the variational
energy, each fragment energy and the pair interaction may be
recast in a spectral form. That is, EA(q) = EA

0 þ ω(q)(EA
1 � EA

0)
and EB(q) = EB

0 þω(q)(EB
1 � EB

0). A similar expression applies to
the pair interaction.

To illustrate how charge transfer is regulated, consider the
situation where the bond length d is large. For this illustration, the
spectral forms for each fragment energy are retained. However, the
pair interaction is approximated as VAB(d;q) ≈ VAB

sr (d) � q2/d,
where VAB

sr is a charge-independent short-range contribution and
�q2/d is a long-range, electrostatic contribution. Similarly, for
large d, all of the atomic contributions, EA0, EB0, E1

A� E0
A≈ μAþ*,

and E1
B � E0

B ≈ �μB�*, are constant. Define the chemical
potential difference μAþ* � μB�* � Δμ. These energy gaps
come from adiabatic states as opposed to nonadiabatic states,
where ionization and electron affinity energies apply. The
ground-state charge depends on d, as denoted by q0(d), and
therefore ω = ω(d;q). Combining these approximations, the
illustration becomes

Eðd; qÞ � EA0 þ EB0 þωðd; qÞΔμþ V sr
ABðdÞ � q2=d ð21Þ

Setting the partial derivative of E(d;q) with respect to q to 0
yields the condition 2q/d = ω0(d;q)Δμ, where

ω0 ¼ 1� 2q0 � ð1� 2qÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
q0ð1� q0Þ
qð1� qÞ

s
ð22Þ

In Figure 2, the point at which the solid, black line crosses one of
the nonsolid, colored lines determines the new optimum value of
q. In that Figure,Δμ is 0.5 EH and 2/d = 0.35 EH. As q0 increases
from 0 to 1, more charge is allowed to transfer due to the
electrostatic interaction.

The corresponding IM model is

EIMðd; qÞ � EA0 þ EB0 þ ðχA � χBÞqþ 1=2ðηA þ ηBÞq2
þ V sr

ABðdÞ � q2=d ð23Þ

Its charge equilibration condition may be expressed as 2q/d =
χA� χBþ (ηAþ ηB)q.E

IM is shown inFigure 2 forηAþ ηB = 1EH
and χA� χB = 0.5 EH. As expected, it transfers the same amount
of charge for given atomic properties for all d. The difference
stems from the charge�flow regulation afforded by nonlinear
components of ω. In turn, those nonlinearities are regulated by
the reference charge function q0. That function is related to the
off-diagonal elements in the fragment energy matrices, that is the
propensity for A to transition between charge states.

The chemical potential from eq 18 as derived from EA(q) may
be compared to the DFT representations.6,8,37,53 From the
present perspective, higher-order contributions originate from
the off-diagonal elements of the density matrix. The physics of
these transitions pertains to the process of passing from one
charge state to another, rather than the energy of the individual
charge states per se. These contributions are attributed to
environmental effects, an outlook shared by the DFT approach.
Significantly, a different, identifiable energy scale is controlling
the charge flow, compared to anything available in the IMmodel.
Even more significantly, from the fragment Hamiltonian point of
view, the fundamental limitation of the IM model is the basic,
nonpolynomial nature of the charge dependence, rather than the
spatial dependencies of the energies associated the charges.
These contributions enter differential definitions of electronega-
tivity and hardness6,52�54 but not finite-difference definitions
commonly employed by some atomistic models.

4. FRAGMENT HAMILTONIAN INTERPRETATION OF
THE IM MODEL

To make more direct contact with the IM model, we examine
the charge dependence of the fragment energy for the three-state
case of eq 10 for diatomic AB. The state |�æ = |A�Bþæ is
readmitted to the set of allowed states.4,25,43 The fragment
density matrix is

ΓAðCþ,C�Þ ¼
C2
0 C0Cþ C0C�
† C2

þ CþC�
† † C2

�

0
BB@

1
CCA

A

ð24Þ

assuming normalization, while the fragment Hamiltonian, rear-
ranged compared to eq 10, is

HA ¼ H00 þ
0 H0þ H0�
† Hþþ �H00 Hþ�
† † H�� �H00

0
BB@

1
CCA

A

ð25Þ

This form for HA is used because it more readily highlights the
differences with polynomial expansions.19,20,25 Along the diag-
onal, both I* and a generalized electron affinityE*�H00�H��
appear. The generalized electronegativity and hardness have the
same relationships to the atomic properties I and E as in eq 1,
namely in terms of the energy matrix elements χ* = (Hþþ �
H��)/2 and η* = Hþþ þ H�� � 2H00.

To connect the present model to the IM model, let εA
0 �H00

A .
Considering just the diagonal contributions εA of EA, one obtains

εA ¼ ε0A þ I
�
AC

2
Aþ � E

�
AC

2
A� ð26Þ

These occupation numbers are not conducive to our analysis,
since we want to describe the fragment energies in terms of the
net charge as much as possible. As shown previously,43 these

Figure 2. Demonstration of charge flow regulation from differentiating
EA(q) and compared to the IM model. EA is determined from repre-
sentative values of theHA matrix elements. The ground state charge q0 is
related to the off-diagonal or hopping element of HA.
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occupation numbers can be transformed into functions of q and
an auxiliary variableΛ, such that CAþ

2 = (qþΛ2)/(1þΛ2) and
CA�

2 = Λ2(1 � q)/(1 þ Λ2).43 CA0
2 may be determined from

normalization. By applying the minimization procedure in eq 15,
one can determine Λ = Λ(q).

Instead ofΛ, we consider a new variable that complements the
net charge. This variable can be identified by rearranging eq 26
according to the definitions of Mulliken electronegativity and
chemical hardness. This rearrangement yields

εAðCþ,C�Þ ¼ ε0A þ χ
�
AðC2

Aþ � C2
A�Þ þ 1

2
η
�
AðC2

Aþ þ C2
A�Þ
ð27Þ

The new variable is now obvious: It is the total ionic character
τ = CAþ

2 þ CA�
2. In terms of these variables:

εAðq, τÞ ¼ ε0A þ χ
�
Aqþ

1
2
η
�
Aτ ð28Þ

The net charge dependence associated with the electronegativity
is the same as in the IMmodel. The IM approximation for τ(q) is
always just τ(q) ≈ q2, clearly too simplistic. Alternatively, τ can
be transformed into a function of q through eq 15, in the same
manner thatΛ was made a function of q, and that is by taking the
value of τ that minimizes the variational energy for a chosen q.
When this is done, Figure 3 exhibits a charge dependence that
contains contributions other than quadratic. Specifically, Figure 3
contrasts the parabolic behavior of the IMmodel with the present
quantum-based arguments, residing in τ(q). The data for the
black curve in the Figure were generated from a VB2000
calculation55,56 for an OH molecule at 3 Å.43 The dissociation-
limit properties are known analytically.

Figure 3 shows how the different fragment energy contribu-
tions change as the charge dependence of the site hardness term
changes with its environment. When bonds are composed of
comparable amounts of covalent and ionic character, the hard-
ness charge dependence is essentially quadratic. The balance of
covalent and ionic character changes with bond length though,
and τ(q) changes shape accordingly. From Figure 3 one can
observe that as the bond stretches, τ(q) becomes “V-”shaped.
Higher-order terms in q must contribute to the chemical
potential simply from the term associated with the chemical
hardness. The singularities caused by transforming to charge-
dependent variables make it difficult to find uniform polynomial
approximations to τ(q). Specifically, the expansion point cannot

in general be at q = 0. There is no natural alternative expansion,
leading to considerable ambiguity in any polynomial representa-
tion of the chemical potential.

Presently, no general expression for τ(q) is known for finite
bond lengths. Based on the limited experience represented in
Figure 3, it appears that a reasonable representation of this
function might be piecewise polynomials. Then, all but the linear
coefficients can be forced to go to 0 as a bond is stretched, so as to
match at q = 0. Assuming that a piecewise representation is
indeed appropriate, it is then tempting to hope that substituting a
model of τ(q) into existing variable-charge models would be
sufficient to overcome the deficiencies in the IM chemical
potential. This is not so. The transition contributions remain
essential in regulating charge flow, just as in the two-state case. A
more complete model of chemical potential inherits its proper-
ties from these terms as well as those in eq 28.

Finally, we rewrite the three-state fragment density matrix as a
function of q and τ. The fragment density matrix of eq 24
becomes

ΓAðq, τÞ

¼
1� τ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffið1� τÞðτþ qÞ=2p ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffið1� τÞðτ� qÞ=2p
† ðτþ qÞ=2 ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

τ2 � q2
p

=2
† † ðτ� qÞ=2

0
BB@

1
CCA

A

ð29Þ
Viewed in this way, the net charge and ionicity work together in a
very specific way to represent the state of A. This is the
representation used in the final Section.

5. MANY-BODY INTERACTIONS

Because of the fragmentation properties of the many-electron
Hamiltonian, any system can be decomposed into a pair of
fragments, casting the total system in the form of a pseudodia-
tomic. Obviously the interactions for the pseudopair must differ
in a fundamental way from a simple diatomicmolecule because of
many-body (polyatomic) effects. The question as to how the IM
model should be modified for many-body effects is rarely raised.
The fragment model Hamiltonian provides one means of
addressing this question. The hallmark of a materials environ-
ment compared to an isolated diatomic is the increase in
coordination. As long as the allowed charge states of the
fragments remain the same, the fragment density matrices have
the same structure as eq 29. The principle modifications due to
many-body effects appear in the fragment energy matrices.

To investigate such many-body effects, we consider two three-
fragment systems. In one case, the system is decomposed into an
atom by two fragments that consist of a one or more atoms of a
different type. The two fragments are assumed to be equivalent to
each other. This decomposition corresponds to an impurity view
of an atom embedded in a chain. In the other case, the system is
decomposed as in the first case, one atom and two fragments.
However, the two fragments are bound to each other, and the
atom is bound to only one fragment. This decomposition
corresponds to an atom of one kind terminating a chain of atoms
of another kind. This time the two fragments are not equivalent
to each other. One fragment corresponds to the unperturbed
bulk chain, while the other fragment corresponds to one or more
atoms that are under the influence of the terminating atom.

Figure 3. Charge dependence of the hardness term in eq 28 at an OH
bond length of 3 Å (solid black) and at the dissociation limit (dashed
blue). The IM hardness model (dot-dashed red) is shown for
comparison.
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For the impurity prototype, consider the linear chain
A�B�A, where B is the impurity atom in the chain. When it is
necessary to distinguish the left- and right-hand fragments, the
notation LBR will be used for the chain. Suppose that the
unnormalized wave function of ABA involves just five nonadia-
batic states, |000æ, | þ� 0æ, | �þ 0æ, |0 þ� æ, and |0 �þ æ.
Charge transfer between the end fragments is neglected. In
keeping with the three-state theme, any fragment can only be
singly charged, but they can be either cationic or anionic. The
ionic states of B and the neutral states of the end fragments are
the most interesting

For B in its many-body environment, it now has two neighbors
instead of one. It has contracted states, |B0æ = |000æ, |Bþæ =
(| �þ 0æ,|0 þ� æ), and |B�æ = (| þ� 0æ,|0 �þ æ). Assuming
that the two end fragments are equivalent, the transition energies
H0þ

B and H0�
B have values that are

√
2 times the value for one

resonance. The factor of
√
2 is the result of normalization

considerations.
More generally though, these two expectation values have a

dependence on the ratio of coefficients for the charge states of the
end fragments. TakingH0�

B as the primary example, the ratio of
interest is cþ�0/c0�þ . This ratio may be thought of as being
related to the ratio of cation occupancies for the end fragments so
that

cþ�0=c0�þ ¼
ffiffiffiffiffiffiffi
nLþ

nRþ

r
� γB� ð30Þ

Recall however that these occupancies are related to the pre-
ferred variables q and τ. In terms of these values, nLþ = (τLþ qL)/
2 and similarly for the right-hand fragment occupancy. The ratio
of interest becomes

γB� ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
τL þ qL
τR þ qR

s
ð31Þ

Analogous expression, with appropriate notational changes in
occupation number ratios, apply to the cation state of B.

Specifically, γBþ ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
τL þ qL
τR þ qR

q
.

Moreover, the diagonal energies Hþþ
B and H��

B depend on
these ratios as well. That is, the state of B and transition among its
accessible charge states depends on the state of its environment
(defined by the end fragments). Note that the two-state nature of
thses energies can be exploited. Specifically,

HB
þþ ∼ εBþ þωðγBþ , 1ÞΔεBþ ð32Þ

and

HB
�� ∼ εB� þωðγB� , 1ÞΔεB� ð33Þ

ΔεBþ and ΔεB� are characteristic excitations to the charge states
of B that would come from the two fragments being forced to be
inequivalent. If these excitations are set to zero, then one reverts
to a simpler model of the fragment energy. The excitation
occupancy is the same function as eq 20 except that it is used
in its more seminal form:26

ωðγ, γ0Þ ¼ ðγ� γ0Þ2
ð1þ γ2Þð1þ γ20Þ

ð34Þ

In the above, γ0 = 1 because the balanced charge distributions
correspond to the ground state in the present case, where
equivalence of the two A fragments was assumed.

Collectively, from eq 28, the diagonal energy contributions of
B fragment εB may be expressed as

εB ¼ ε0B þ χ
�
BqB þ

1
2
η
�
BτB ð35Þ

Now, however, because of the many-body nature of the environ-
ment of B, both the effective Mulliken electronegativity and
hardness depend on the balances between the individual charge-
state occupancies of the end fragments. In detail, χB* =
(Hþþ

B (γBþ) � H��
B (γB�))/2, while ηB* = Hþþ

B (γBþ) þ
H��
B (γB�) � 2H00

B . The effective representation of electronega-
tivities derived here suggests a possible path connecting the
Mulliken4 and Phillips57 scales of electronegativity.

The neutral states of the end fragments are also interesting.
For specificity, consider |L0æ = (|000æ, |0 �þ æ, |0 þ� æ), while
each of its ionic states involves only one resonance. Recall that, in
contrast, B has only one resonance contributing to its neutral
state, while the other four contribute to its total ionic character.
Thus, in terms of the number of contributions, the neutral state
of L0 is being stabilized by these other two resonances, in
comparison to the neutral state of B. Thus, we see that the
fragment Hamiltonian view is cognizant of rebalancing ionic
character, depending on different bonding environments.

For the chain termination prototype, suppose that A�A�B is
described by the same five resonances as in previous example.
Now, however, the A fragments are not equivalent, reducing the
symmetry in the system. We consider how that asymmetry
modifies the effective electronegativities and chemical hardnesses
in fragment R (in the LRB notation). Note that the state vector
|Ræ has the same elements as |Bæ in the previous example. Thus
the environmental modifications to Hþþ

R (γRþ) and H��
R (γR�)

may be modeled by expressions analogous to eqs 32 and 33,
respectively. The difference is that the reference value γ0 for R is
no longer unity and does not need to be the same for the cation
and anion states of R. These differences stem from the fact that,
for example, for the cation state of R, γRþ ¼

ffiffiffiffiffiffiffiffiffiffiffi
τL þ qL
τB þ qB

q
. Thus, its

reference value will need to take on one that is characteristic of
the occupancy ratio of A and B.

Given the environmental dependencies of these fragment
energy matrix elements, chemical potential equilibration takes on
a new dimension. Equilibration is achieved by optimizing eq 13,
subject to the constraint of charge neutrality, 0 = ∑AqA.We use μ as
the Lagrange multiplier associated with enforcing that neutrality.
Then, optimization of each charge qk leads to μ =� ∂E/∂qk.
Expanding ∂E/∂qk, one obtains

DE=Dqk ¼ tr ∑
A
ðHADΓA=Dqk þ DHA=DqkΓA

þ ∑
B 6¼k

DðVABΓABÞ=DqkÞ ð36Þ

In defining ∂E/∂qk, one has two choices. In one choice, not only
are the other net charges held constant but also the total ionic
character variables of each fragment are held constant. Then, a
separate optimization process is required to determine those
variables. In the other choice, one could assume that the τ are
functions of their respective q. The first term is conventional as
far as its physical content goes, being directly analogous to the IM
model. For either definition of ∂E/∂qk, each fragment density
matrix ΓA will depend only on its qA. Consequently, the k term is
the sole survivor in the sum over the fragment energies.
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The second term, ∑AtrΓk∂HA/∂qk, is unprecedented. Or-
dinarily, it is simply set to 0, for lack of a more complete model.
Physically ∂HA/∂qk describes how excitations of A influence
the chemical potential of k, an effect originating from the
many-body effects introduced here. These and other effects
described in this section are unknown and unavailable in the
IM model. The present approach both describes a physical
origin to new effects and allows for systematically incorporat-
ing them as needed for a particular application. One is then
able to select the appropriate level of approximation for a
particular problem. Extensions to more complex systems
proceed along parallel lines of reasoning.

6. CONCLUSION

A new class of model Hamiltonians is constructed where
atoms or collections of atoms referred to as fragments, rather
than single electrons, are the central entities. Transformation of
the wave function expansion variables for the model Hamiltonian
provides new models of the charge dependence of a fragment
energy and chemical potential. The model smoothly transitions
between approximately locally quadratic (in charge) and piece-
wise linear behaviors. The results stand in contrast to the strictly
quadratic behavior of the IM model and help justify other
empirical models of charge dependence. Of equal significance,
transitions between charge states of the atoms possess distinct
energy scales that are wholly absent from the IM model. These
transitions bear the highly nonlinear aspects of the chemical
potential that regulate charge flow and conform to the analysis of
Perdew et al.23 For simple pairs of fragments, the chemical
hardness is shown to be the coefficient for a new variable, the
total ionic character. A separate process is required if one wants
to make the total ionic character a function of net charge. For
systems of multiple fragments, the electronegativity and hardness
depend on the balances in charge occupancies of surrounding
fragments, as typified by a three-fragment linear chain. The
results have broad implications for development of materials
models and simulations that have need of dynamical charge
variation.
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ABSTRACT: Parameters for CdX, SeX, and TeX (X = H, C, N, O, S, Se, Te, and Cd) have been generated within the self-
consistent-charge density-functional tight-binding (SCC-DFTB) framework. The approach has been tested against ab initio
density-functional theory calculations for the relevant bulk phases, surfaces, nanowires, and small molecular systems. The SCC-
DFTB approach reproduces structural, electronic, and energetic properties very well, demonstrating that the developed parameters
are fully transferable among different chemical environments.

1. INTRODUCTION

During the past couple of decades, nanostructured materials
have been a very exciting field of research.1�5 The impact of this
research on both fundamental science and potential applications
has been tremendous and is still rapidly growing. The interest in
this particular class of materials stems from the fact that their
properties can be tuned by varying either their size or shape. The
emphasis has been mainly on II�VI and III�V semiconductors,
which show strong confinement effects. II�VI semiconductors are
particularly interesting and have been the focus of many
experimental6�23 and theoretical studies24�47 in the recent past.
The strong size- and shape-dependent optical properties of these
materials have led to their use in optoelectronic devices8,11�18,18�20

and as biological tags.9,21�23 CdS is one of the direct wide-gap
semiconductor with good stability and high luminescence proper-
ties. Because of its high photosensitivity and attractive applications
in photoconducting cells, CdS nanoparticles have been studied as
model photoconductors. CdS nanostructures such as nanowires,
nanorods, and nanodots have been grown experimentally, and they
have been applied in photovoltaic cells, photonic switches, and
optoelectronic devices.6,7 Recently, CdS nanostructures have also
been used in biolabeling, imaging, drug delivery, and other
biotechnological areas.8�10 CdSe is one of the most extensively
studied quantum nanostructured materials due to its strong size-
tunable properties. Hence, it is a good candidate for optic-related
applications, including solar cells and photoelectrochemical (PEC)
cells.11�18 CdTe has proven to provide good optical performance
across a wide range of temperatures and has provided adequate
mechanical robustness to be used as substrate materials. Self-
assembled CdTe nanodots have high efficiency in terms of
photoluminescence and hence are appropriate candidates for the
purpose ofmakingLEDs.20 Very recently, semiconductor quantum
dots of CdSe and CdTe with their tunable band edges offer new
opportunities for harvesting light energy in the visible region of the
solar spectrum.48�50 The use of CdSe and CdTe quantum dots
facilitates charge separation and the generation of photo currents

under visible light irradiation. A further area of concentration
focuses on shape-controlled II�VI nanomaterials with recently
reported structures comprising nanowires, nanocables, nanorib-
bons, and nanorods.51�54 There are relatively few reports involving
the preparation of ternary II�II0�VI nanomaterials.55�60 In these
alloyed compounds, manipulation of the band gap energy can be
achieved by changing both particle size and composition (i.e., the
ratio of M to M0). Recently, this has been demonstrated with the
synthesis of a series of highly luminescent ZnxCd1�xSe nanocryst-
als whose emission energy can be tuned across the visible spectrum
by increasing the Zn/Cd ratio.61 Thus, the development of new
approaches to access ternary nanoparticles is an attractive pursuit.
So exploration of size-, composition-, and shape-tunable electronic
structures of this class of materials is still an active field of research
from both experimental and theoretical points of view.

Due to the interest in the variation of the electronic properties
as a function of the system size and shape, there have been a
number of theoretical studies devoted to the properties of various
kinds of cadmium chalcogenide nanostructures. Obviously, the
highest accuracy is achieved by the first-principle methods, but
because of their high computational demands, they become
prohibitive to simulating a large number of atoms. In addition
to numerous traditional quantum mechanical methods, self-
consistent-charge density-functional tight-binding (SCC-DFTB)
schemes have also been very successful62�66 in treating large
systems. In many cases, the results of these two-center-
oriented schemes deviate only slightly from those of more
sophisticated methods. Therefore, the SCC-DFTB method has
been applied to simulate a large number of atoms quantum
mechanically in the fields of nanotechnology and solid state
physics. Very recently, Bhattacharya et al. developed TB para-
meters for CdS and ZnS by fitting the TB band structure to the
full potential linear augmented plane wave (FP-LAPW) band
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structure.67 In this work, we report the development of SCC-
DFTB parameters for various cadmium chalcogenides [CdX, X =
S, Se, and Te] and their interactions with C, O, N, and H. Our
parameters have been validated against density-functional theo-
retical (DFT) calculations for bulk, surfaces, nanowires, and
small molecules. We also compare the SCC-DFTB results with
the available experimental results. We show that our parameters
are able to reproduce atomic geometries, binding energies, and
energy dispersion quite well in comparison with first-principle
calculations, demonstrating good transferability among different
chemical environments.

2. COMPUTATIONAL METHODOLOGY

2.1. SCC-DFTB Approach. The self-consistent charge density-
functional method used in this work has been described in detail
elsewhere.62�66 Therefore, we just give a brief overview of the
method. In SCC-DFTB method, the total energy can be ex-
pressed as a second order expansion of theDFTKohn�Sham68,69

total energy with respect to charge density fluctuations.

EDFTBtot ¼ ∑
occ

i
niÆΨijĤ0jΨiæ +

1
2∑

N

Rβ
γRβΔqRΔqβ + Erep

¼ E0½n0� + E2½n0, δn� + Erep ð1Þ
The first term of eq 1 is the sum over the occupied eigenstatesΨi

of the effective Kohn�Sham Hamiltonian Ĥ0, derived under the
approximation that the initial electronic density of themany-atom
system can be represented as a superposition of corresponding
neutral atomic charge densities (n0). This Hamiltonian is also
subjected to the frozen-core approximation, i.e., only the valence
electrons are treated explicitly whereas the inner electrons are
represented by an effective (pseudo) potential. The second term,
E2, corresponds to the second-order expansion of the exchange-
correlation functional with respect to charge density fluctuations
δn (the first-order terms in this expansion vanish for any arbitrary
n0), approximated as atomic point like charges (Δq) together with
an analytical interpolating function γRβ. This term is important
for our cadmium chalcogenide systems, as there are electronega-
tivity differences between the cadmium and chalcogenides. Fi-
nally, the third term, Erep, accounts for the “double-counting”
terms and the ion�ion core interaction in a set of distance-
dependent pairwise repulsive potentials, modeled as the differ-
ence between the SCC-DFTB electronic energy (EElec

DFTB = E0 +
E2) and the total DFT energy for some reasonably chosen
reference system.
The wave functions (Ψi) are expanded as a linear combination

of atomic orbitals:

Ψi ¼ ∑
n
cnϕn ð2Þ

The Kohn�Sham atomic orbitalsfn, in eq 2 are constructed as a
linear combination of Slater-type orbitals, obtained by solving the
following Kohn�Sham equation for the spin-unpolarized free
atom self-consistently:

T̂ + v0 +
r
r0

� �2
" #

ϕnðrÞ ¼ εnϕnðrÞ ð3Þ

The modified Hamiltonian in eq 3 consists of a kinetic energy
operator T̂, the potential energy for the neutral atom ν0, and an

additional harmonic potential (r/r0)
2 used to enforce the loca-

lization of the atomic orbitals and to improve the quality of the
energy band structures. Having defined the atomic orbitals (f)
and an initial set of expansion coefficients (cn), we estimated the
atomic charge fluctuations (Δq) via Mulliken population anal-
ysis, and the DFTB total energy problem is solved self-consis-
tently by using the following secular equation:

∑
i
cinðHnm � εiSnmÞ ¼ 0 " n, i ð4Þ

with

Hnm ¼ H0
nm +

1
2
Snm∑

N

η
ðγRη + γβηÞΔqη

H0
nm ¼ ÆϕnjĤjϕmæ " n ∈ R,m ∈ β

Snm ¼ Æϕnjϕmæ
In eq 4, the diagonal zero-order matrix elementsHnm

0 are taken as
the eigenvalues obtained from the free atom calculations, while
the distance-dependent nondiagonal elements Hnm

0 and Snm are
calculated within the two-center approximation. These values are
tabulated over a large number of interatomic distances that allows
one to obtain interpolated values at any distance and thus avoids
integral evaluations during DFTB calculations leading to a
computational efficiency comparable to those of traditional
semiempirical methods while retaining the accuracy. The charge
transfer among different atoms takes into account their respective
chemical hardness (Hubbard parameters), calculated as the first
derivative of the total atomic energy with respect to the electronic
occupation around the neutral-atom electronic density.
The necessary parameters to represent a system within the

DFTB method include the Hamiltonian and overlap matrix
elements (Hnm

0 and Snm), Hubbard parameters for every chemical
element, and the repulsive pairwise potentials for all interacting
neighbors. The successful SCC-DFTB parametrization implies
that the main energetic and structural properties are well
reproduced with respect to either DFT or the experiment. This
can be achieved by adjusting the wave function and density
confinement radii for a given element as well as by accurate
construction of repulsion profiles. The required properties of any
atom in the SCC-DFTB framework include the LCAO basis
functions χμ, the reference input density (n0), the wave function
confinement radius (r0), and the chemical hardness parameters,
UA. The LCAO basis functions χμ are obtained from atomic
Kohn�Sham calculations with the PBE exchange-correlation
functional, which was derived by Perdew, Burke, and Ernzerhof,
in the presence of the harmonic potential, (r/r0)

2.70 It forces the
wave functions to avoid areas far away from the nucleus, thus
resulting in an electron density that is compressed in comparison
to the free atom. The good choice for r0 values is r0≈ 2rcov, where
rcov is the covalent radius of the element. The r0 values are chosen
to be 3.0, 2.8, and 2.8 bohr corresponding to s, p, and d functions
of cadmium. For selenium, r0 values are 3.4, 5.3, and 5.4 bohr
corresponding to s, p, and d functions, and the r0 values of
tellurium are 3.0, 6.8, and 6.4 bohr corresponding to s, p, and d
functions. Another atomic property, the reference input density
(n0), is chosen to be 8.2, 10.0, and 11.0 bohr for the correspond-
ing elements Cd, Se, and Te. These parameters have been
selected out of a large number of trials and ensure that SCC-
DFTB reproduces accurate DFT electronic band structures for
solid-state elements to the highest possible degree. In the case of
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other elements (H, C, N, O, S), we have employed the same
initial atomic parameters as have been reported earlier.63

Repulsion profiles for Cd�X (X = H, C, N, O, S, Se, Te, and
Cd), Se�X (X = H, C, N, O, S, Se), and Te�X (X = H, C, N, O,
S, Se, and Te) pairs at a series of interatomic distances (R) were
generated by fitting them with cubic splines of the difference of
DFT total energy and the electronic DFTB energy against
distance in a simple reference system. Repulsion profiles for
different pairs are characterized by different cutoff values, in-
dicating the distance at which the repulsion energy approaches
zero. The brief overview of parametrization details used for the
generation of Cd�X, Se�X, and Te�X repulsion profiles are
summarized in Table 1.
The SCC-DFTB calculations were carried out with the DFTB

+ code.66 The bulk properties of rock-salt CdO and zinc-blende
(zb) CdX (X = S, Se, and Te) are calculated using the periodic
boundary condition (PBC) and used an 8 � 8 � 8 Mon-
khorst�Pack (MP)71 grid for k-point sampling. For hcp-Cd
and wurtzite (wz) CdX (X = S, Se, and Te), we used an 8� 8� 4
MP grid for k-point sampling. We used 5 � 5 � 5 MP grids for
k-point sampling to study trigonal bulk Se and Te.
2.2. Benchmark DFT Calculations. As a reference for the

performance of the SCC-DFTB methods, we use the GGA-PBE
functional, as implemented in SIESTA package72 using a double-
ζ plus polarization function (DZP) basis set for the Cd atom; a
double-ζ function (DZ) basis set for H, C, N, O, S, Se, and Te
atoms; and norm-conservative Troullier�Martins pseudopoten-
tials (PP)73 for representing the valence and inner electrons,
and also a B3LYP functional74,75 with an SBK basis set for Cd,
Se, and Te and 6-31G(d,p) for H, C, N, O, and S, as implemented
in the Gaussian 03 package.76 In the case of bulk systems like

face-centered (fcc), hexagonal close packing (hcp), trigonal,
rock-salt, zinc-blende (zb), and wurtzite (wz), PP-PBE calcula-
tions were performed with periodic boundary conditions (PBC).
For the fcc-Cd, rock-salt CdO, and zb-CdX (X = S, Se, and Te)
solid-state reference systems, the k-points were sampled with an
8� 8� 8 grid. For hcp-Cd and wz-CdX (X = S, Se, and Te), the
k-points were sampled with an 8� 8� 4 grid and, for trigonal Se
and Te, a 5� 5� 5 Monkhorst-Pack (MP)71 grid and using the
225 Ry Mesh cutoff. For the calculation of (1010) and (1120)
surfaces, the k-points were sampled with 6� 1� 4 and 1� 4� 4
MP grids, respectively, with a 225 Ry Mesh cutoff. The (1010)
and (1120) faceted nanowires were calculated using a 1� 1� 4
MP grid for k-point sampling. For molecular reference systems,
the calculations were performed by employing large supercells,
including a 15 Å vacuum region in all directions to isolate the
molecules from their periodic replicas.

3. RESULTS AND DISCUSSION

3.1. Bulk hcp-Cd and Trigonal Se and Te. We have deter-
mined the lattice parameters and elastic properties of bulk hcp-
Cd and bulk trigonal selenium and tellurium by calculating
energy-volume profiles in a (15% range around the experimen-
tal equilibrium volumes and fitting the results to the Murnaghan
equation of state. Like other studies we have not fixed the value of
the c/a ratio; rather we have also optimized it. In our calculation,
the internal parameter u (in Å) for selenium and tellurium was
taken as 0.2285 and 0.2640, respectively. The equilibrium lattice
parameters and energetic properties of the cadmium hcp bulk
phase and trigonal phases of selenium and tellurium obtained
using SCC-DFTB and PP-PBE together with experimental
values are shown in Table 2. As is evident from Table 2, the
DFTB parameters except the bulk modulus for all considered
bulk systems are in fairly good agreement with the PP-PBE and
experimental results.77�82 As expected, the values of cohesive
energies are little higher than the corresponding DFT and
experimental results because the DFTB calculation overesti-
mates this property. The large error in bulk modulus is because
of the fact that we have used strong wave function compression
for these elements, which lowers their electronic energy wells.

Table 1. Parametrization Details of the Pairwise Repulsive
Potentials for Cd�X, Se�X, and Te�X Interactions (X = H,
C, N, O, S, Se, Te, and Cd)

reference repulsive bond distance (Å)

interaction system cutoff (Å) SCC-DFTB PP-PBE

Cd�H CdH2 1.90 1.76 1.76

Cd�C CdC 2.38 2.16 2.19

Cd�N CdN 2.38 2.22 2.39

Cd�O CdO 2.12 1.89 1.94

Cd�S zb-CdS 2.80 2.56 2.60

Cd�Se zb-CdSe 2.96 2.61 2.71

Cd�Te zb-CdTe 3.17 2.80 2.89

Cd�Cd fcc-Cd 4.17 3.25 3.21

Se�H SeH 1.59 1.51 1.51

Se�C SeC 2.12 1.71 1.71

Se�N SeN 2.12 1.71 1.70

Se�O SeO 3.02 1.72 1.71

Se�S SeS 2.86 2.05 2.10

Se�Se Se2 3.23 2.34 2.53

Te�H TeH 1.80 1.70 1.72

Te�C TeC 2.65 1.94 1.95

Te�N TeN 2.59 1.93 1.95

Te�O TeO 3.00 1.95 1.94

Te�S TeS 3.00 2.33 2.32

Te�Se TeSe 3.17 2.50 2.49

Te�Te Te2 3.81 3.02 3.10

Table 2. Structural and Energetic Properties of Bulk Phases
of Cd, Se, and Te Calculated Using SCC-DFTB and PP-PBE
(Experimental Values Are Also Given)

c (Å) a (Å) c/a B (Gpa) Ec (eV/atom) Eg (eV)

hcp Cd

SCC-DFTB 5.58 2.96 1.88 76.40 1.41

PP-PBE 5.72 3.08 1.86 42.93 1.24

exptla 5.62 2.98 1.89 46.70 1.16

trigonal Se

SCC-DFTB 5.18 4.39 1.18 49.15 2.63 1.49

PP-PBE 5.18 4.54 1.14 39.48 2.26 0.84

exptlb 4.96 4.37 1.14 14.90 2.25 1.98

trigonal Te

SCC-DFTB 6.26 4.85 1.29 50.95 2.21 0.68

PP-PBE 6.05 4.55 1.33 28.33 2.19 0.19

exptlc 5.93 4.45 1.33 23.00 2.19 0.33
aRefs 77�79. bRefs 79 and 80. cRefs 81 and 82.
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This strong wave function compression is essential in ensuring a
reasonable band structure for these materials.
The electronic band structures of hcp-Cd and trigonal Se and

Te obtained using the SCC-DFTB and PP-PBE methods (as
implemented in SIESTA) are shown in Figure 1. From the figure,
it is seen that SCC-DFTB bands are compressed in comparison
to the bands obtained from DFT while retaining their shape.
Such behavior is typical for the SCC-DFTB method due to the
use of a minimal basis set. As a general feature, relevant states
lying close to the Fermi level are reasonably described using
SCC-DFTB. The trigonal Se and Te band gap (Eg) values
obtained with the SCC-DFTB method (1.49 and 0.68 eV,
respectively) are closer to the experimental values (1.98 and
0.33 eV, respectively) than the PP-PBE result (0.84 and 0.19 eV,
respectively). It is important to mention that, usually, DFT
underestimates the band gap. The good agreement for the band
gap values obtained using SCC-DFTB is therefore fortuitous and
due to the use of a minimum basis set. In any case, this opening of
the gap using DFTB might be useful when treating systems with
states lying inside the band gap.
3.2. Bulk CdO (Rock-Salt), Zinc-Blende, and Wurtzite

Phase of CdS, CdSe, and CdTe. Although, the most stable
phase of CdO is rock-salt, cadmium chalcogenides adopt either a
zinc-blende (zb) or wurtzite (wz) crystal structure. We have

calculated the bulk lattice parameters, energetics, and band
structure of CdO and also of cadmium chalcogenides of both
zb and wz modifications. The Brillouin-zone integration of the
superstructures is calculated using the MP special k points
scheme. For cadmium chalcogenides, a large number of k points
and high Mesh-cutoff energies for the basis functions are used to
ensure that the total energy difference between the wz and zb
phases is converged to within 0.001 eV/Å. All of the structural
parameters are fully relaxed to minimize the total energy.
The bulk properties of rock-salt CdO calculated by our derived

SCC-DFTB parameters and PP-PBE (SIESTA) methods are
given in Table 3 (top). The available experimental results83,84 are
also shown. The SCC-DFTB results for most of the bulk
properties agree well with the PP-PBE as well as experimental
results. However, because of the strong wave function compres-
sion used for Cd, the value of the bulk modulus shows a large
deviation. Again, the difference in cohesive energy is due to
overestimation of the energy calculation in DFTB method. The
band structure of bulk CdO is depicted in Figure 2 together with
the reference PP-PBE one. From the figure, it is seen that DFTB
reproduces the shape of the bands very well.
In Table 3, we have also presented the results of bulk proper-

ties for zinc-blende phase of CdS, CdSe, and CdTe. From the
table, it is clear that bulk properties calculated using our derived

Figure 1. Electronic band structure of hcp-Cd (a, b), trigonal Se (c, d), and trigonal Te (e, f) calculated by SCC-DFTB (left panel) and PP-PBE (right
panel) methods as implemented in the SIESTA package. For hcp-Cd, εf denotes the Fermi level for each case. For Se and Te, the zero of energy is set at
the top of the valence band.



2266 dx.doi.org/10.1021/ct200266f |J. Chem. Theory Comput. 2011, 7, 2262–2276

Journal of Chemical Theory and Computation ARTICLE

parameters agree well with those of PP-PBE and also experi-
mental values.85�87 It is important to note that, although there
were large differences in the calculated and experimental bulk
modulus of elemental Cd, Se, and Te, the calculated bulk
modulus for the cadmium chalcogenides shows very good
agreement with experimental values. The band structures of
the zinc-blende phase of cadmium chalcogenides calculated with
the current SCC-DFTB parameter set and with PP-PBE are
shown in Figure 3. From the figure, it is seen that, although SCC-
DFTB bands are little compressed, it generally reproduces the
band structure features of PP-PBE. Our SCC-DFTB band gap
values are higher than the corresponding PP-PBE values and are
close to the experimental ones.
In our SCC-DFTB calculation, for the wurtzite structures of

cadmium chalcogenides (CdX; X = S, Se, and Te), we have also
varied the c/a ratios to find the minimum energy lattice param-
eters. Another important parameter in periodic calculation is the
internal parameter u. The assumption of equal nearest-neighbor
bond lengths for the wurtzite crystal leads to the ideal value

u ¼ 1
3

a
c

� �2

+
1
4

ð5Þ

In our calculation, the internal parameters u (in Å) are 0.3757,
0.3756, and 0.3754 for CdS, CdSe, and CdTe, respectively, very
close to the ideal value of 0.375. This is due to the splittings of Cd-
anion nearest neighbor bond lengths in the wz structure being
very small. The slight decrease in the u parameter is consistent
with the slight increases of the c/a ratio as the anion atomic
number increases. This is because in wz semiconductors, due to
the competition between bond-bending and bond-stretching
forces, the c/a ratio and the u parameter always move in opposite
directions. In Table 3 (bottom), we have also presented the lattice
parameters and energetic properties of wurtzite cadmium chalco-
genides. The SCC-DFTB lattice parameters a and c are more or
less within 5% of the experimental values and very close to the PP-
PBE calculations. The calculated bulk moduli using the DFTB
method are in good agreement with experimental data as well as
the PP-PBE method. It is observed that the bulk modulus
decreases as the anion atomic number increases. At the equilib-
rium lattice constants, the calculated bulk moduli in the SCC-
DFTB approach are 60.59, 51.02, and 38.08 GPa for the zb phase
of CdS, CdSe, and CdTe, respectively. It is predicted that the bulk
moduli for the wz structures are slightly smaller than their zb
counterparts. The cohesive energies calculated by DFTB method

are in good agreement with the PP-PBE approach and experi-
mental ones. The electronic band structures calculated using
SCC-DFTB method and PP-PBE method for the wz bulk phase
of cadmium chalcogenides are shown in Figure 4. The SCC-
DFTB method reproduces the PP-PBE bands very well. Our
calculated band structures for both zb and wz phases of all of the
chalcogenides are in good agreement with other studies available
in the literature.85,88�92 The band gap values we obtained in
DFTB calculations are also close to the experimental values. Due
to an incorrect description of the self-interaction in the exchange-
correlation potential in the PP-PBE (or LDA), the band gaps are
underestimated compared to the experimental values. With the
slight differences between the zb and wz structures, the total
energies, cohesive energies, and direct band gaps at theΓ point are
expected to be similar for these two structures. Our SCC-DFTB
calculations reproduce the energetic near-degeneracy of the two
crystal structures within 5�8 MeV/Cd�X, which reflects the
accuracy of the SCC-DFTB parameters.
3.3. CdX (X = S, Se, and Te) (1010) and (1120) Surfaces.

The (1010) and (1120) surfaces were constructed from the

Table 3. Structural and Energetic Properties of Rock-Salt
CdO and zb and wz Phases of CdS, CdSe, and CdTe
Calculated Using SCC-DFTB and PP-PBE (Experimental
Values Are Also Given)

c (Å) a (Å) c/a B (Gpa) Ec (eV/atom) Eg (eV)

rock-salt CdO

SCC-DFTB 4.68 168.11 8.65 2.56

PP-PBE 4.82 124.11 6.04 1.31

exptla 4.70 130.10 6.08 2.38

zb-CdS

SCC-DFTB 5.90 61.59 7.62 3.03

PP-PBE 5.98 52.54 5.49 1.22

exptlb 5.83 64.30 5.56 2.55

zb-CdSe

SCC-DFTB 6.04 51.02 6.81 2.49

PP-PBE 6.26 44.34 5.07 0.69

exptlb 6.05 55.00 4.91 1.90

zb-CdTe

SCC-DFTB 6.46 38.08 5.83 1.91

PP-PBE 6.68 35.92 4.52 1.02

exptlb 6.48 44.50 4.45 1.61

wz-CdS

SCC-DFTB 6.80 4.17 1.63 58.71 7.62 3.04

PP-PBE 6.92 4.24 1.63 52.96 5.49 1.29

exptlc 6.71 4.14 1.621 62.00 2.58

wz-CdSe

SCC-DFTB 6.96 4.27 1.63 50.72 6.82 2.51

PP-PBE 7.22 4.43 1.63 44.37 5.07 0.75

exptlc 7.01 4.30 1.63 53.00 1.83

wz-CdTe

SCC-DFTB 7.44 4.56 1.63 37.94 5.84 1.89

PP-PBE 7.71 4.71 1.63 35.44 4.51 1.09

exptlc 7.45 4.55 1.637 1.60
aRefs 83 and 84. bRefs 85�87. cRefs 88 and 91.

Figure 2. Electronic band structure of bulk rock-salt CdO calculated by
(a) SCC-DFTB and (b) PP-PBE methods as implemented in the
SIESTA package. Zero energy is set at the top of the valence band.
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optimized bulk wz-CdX (X = S, Se, and Te) structures. The
optimized side views of the hexagonal (1010) and (1120)
surfaces of one of the representative CdX system are shown in
Figure 5. The results of surface relaxation obtained from SCC-
DFTB and PP-PBE for all of the chalcogenides are shown in
Table 4. From the table, it is seen that the results of surface
relaxation obtained through SCC-DFTB and PP-PBE results are
very close to each other. The surface relaxation for all systems
normally causes the chalcogen atoms to move outward while Cd
atoms move inward, and this behavior is in accord with other
studies.93�98 Both the surfaces show strong surface relaxations.
Thus, for (1010) surfaces of all chalcogenides, the bond lengths
dCd�X are largely shortened compared with the bulk values, while
the bond lengths between the second and the third layers are
little larger compared to the bulk value. For example, the Cd�S
bond lengths (dCd�S) for the (1010) surface of CdS is 2.22 Å
compared to the bulk value of 2.56 Å. The Cd�S bond lengths
(dCd�S

0 ) between the second and third layers is 2.60 Å, which is
slightly larger than the bulk value. The X�Cd�X angle (R)
changes from the 109� bulk value to around 120� at the top
surface layer for all systems, while the same angles in the inner
layers (β) show very little change. However, for (1120) surfaces
of cadmium chalcogenides, Cd�X (X = S, Se, and Te) bond
lengths (dCd�X) of the top surface layer shortened, and also the
Cd�X (dCd�X

0 and dCd�X
00 ) bond lengths between the surface

and the second layer change from the bulk value. For example,
Cd�S the bond length (dCd�S) in the top surface layer shortened
from its bulk value of 2.56 Å to 2.45 Å, while the Cd�S lengths
(dCd�S and dCd�S

00 ) between the surface and the second layer are
2.60 Å and 2.59 Å, respectively, compared to their bulk value of
2.56 Å. However, all of the bond lengths (for both top surface
layers and in the second layers) for other chalcogenides (CdSe
and CdTe) shortened compared to the bulk value. The change in
bond lengths Cd�X in the surface layer from the bulk values is
relatively more for CdTe compared to that for CdSe and CdS.
The X�Cd�X bond angles (R) at the top (1120) surface layer
increases while the Cd�X�Cd bond angles (β) decrease to a
large extent from their bulk values. This contrasting behavior in
the bond angle values is due to the inward movement of Cd
atoms and outward movement of chalcogen atoms. However, in
the inner layer, these angles remain almost the same as those of
bulk values. The universal character of the surface atomic
geometries for each cleavage surface was also obtained by Duke
and Wang.93�96 The prediction of the surface relaxation of
cadmium chalcogenides is similar to the results of a low-energy
electron diffraction (LEED) study of related semiconductor
ZnO.97 The surface energies of both (1010) and (1120) surfaces
of all of the chalcogenides calculated by SCC-DFTB and PP-PBE
methods are also shown in Table 4. As expected, the SCC-DFTB
method overestimates the surface energies compared to the

Figure 3. Electronic band structure of zb-CdS (a, b), zb-CdSe (c, d), and zb-CdTe (e, f) calculated by the SCC-DFTB (left panel) and PP-PBE (right
panel) methods, as implemented in the SIESTA package. Zero energy is set at the top of the valence band for each case.
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PP-PBE method. The calculated surface energies are in excellent
agreement with the very recent study of Li et al.98 The surface
energy of CdX decreases as X changes from S to Te. The surface
energy of all of these systems suggests that (1010) surfaces are
relatively more stable compared to corresponding (1120) sur-
faces. In Figures 6 and 7, we have shown the band structures of
(1010) and (1120) surfaces, respectively, calculated by both
SCC-DFTB and PP-PBEmethods. As is evident from the figures,
the SCC-DFTB band dispersion agrees very well with those of

PP-PBE. As expected, the calculated SCC-DFTB band gap values
in all cases are higher than the corresponding PP-PBE values. Our
calculated band structure of (1010) surfaces of CdS and CdSe are
also in good agreement with those studied by Duke and
Wang.93�96

3.4. CdX (X = S, Se, and Te) (1010) and (1120) Faceted
Hexagonal Nanowires. Semiconductor nanowires have been
the subject of intense investigation because of their diverse
application in the field of nanotechnology.15,16 So, for further

Figure 4. Electronic band structure of wz-CdS (a, b), wz-CdSe (c, d), and wz-CdTe (e, f) calculated by SCC-DFTB (left panel) and PP-PBE (right
panel) methods as implemented in SIESTA package. Zero energy is set at the top of the valence band for each case.

Figure 5. Optimized structure of representative CdX (a) (1010) and (b) (1120) surfaces (side view).
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validation of SCC-DFTB parametrization, we investigated
(1010) and (1120) faceted hexagonal nanowires for all cadmium
chacogenides. In Figure 8, we have shown the optimized cross
sections of one of the representative (1010) and (1120) faceted
hexagonal nanowires of one chalcogenide. All of the nanowires

follow a similar relaxation in the surface layers to that of the
corresponding (1010) and (1120) surfaces. Thus, the surface
cadmium atoms move relatively inward while the chalcogenides
move outward. In Table 5, we have presented the details of the
surface relaxation calculated using both the SCC-DFTB and PP-
PBE methods of all (1010) and (1120)) faceted CdX nanowires.
As is found for surfaces, the Cd�X bond lengths (dCd�X) for
(1010) faceted nanowires are shortened compared with their
bulk values. However, the change in Cd�X bond lengths
(dCd�X

0 ) between the second and third layers is very small for
CdS, while those of CdSe and CdTe are shortened compared to
their bulk values. This is in contrast to the behavior of the
corresponding surfaces where the bond lengths were expanded
compared to their bulk values. The X�Cd�X angles of both the
top surface layer (R) and the inner layer (β) for all systems show
a large deviation from the bulk value (109�). The results of
surface relaxation of the (1120) surfaces are very much similar to
those of the corresponding surfaces. In the table, we have also
presented the value of the formation energy of the nanowires.
The formation energy (Ef) of a given nanowire is defined by

Ef ¼ ENW
n

� Ebulk
2

� �
ð6Þ

Table 4. Calculated Geometry (Bond Lengths Are in Å and
Bond Angles Are in deg) and Surface Energy γ (in J/m2) of
Both (1010) and (1120) Surfaces of Cadmium Chalcogenides

(1010) (1120)

dCd�X dCd�X
0 R β γ dCd�X dCd�X

0 dCd�X
00 R β γ

CdS

SCC-DFTB 2.22 2.60 122 107 0.59 2.45 2.60 2.59 113 97 0.63

PP-PBE 2.46 2.62 123 104 0.35 2.50 2.56 2.57 120 92 0.34

CdSe

SCC-DFTB 2.38 2.71 121 104 0.39 2.45 2.58 2.57 117 97 0.40

PP-PBE 2.59 2.74 124 102 0.34 2.64 2.68 2.69 121 90 0.28

CdTe

SCC-DFTB 2.55 2.94 121 102 0.22 2.61 2.68 2.68 118 96 0.23

PP-PBE 2.77 2.90 125 103 0.21 2.82 2.85 2.86 122 88 0.21

Figure 6. Electronic band structures of CdX [X = S (a, b), Se (c, d), and Te (e, f)] (1010) surfaces, calculated with SCC-DFTB (left panel) and PP-PBE
(right panel) methods, as implemented in the SIESTA package. Zero energy is set at the top of the valence band for each case.
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where ENW is the total energy of the nanowire, n is the total
number of Cd�X units in the CdX nanowire, and Ebulk is the
energy of the bulk wz-CdX. From the values of the formation

energy, we can infer that (1010) faceted nanowires are relatively
more stable compared to (1120) faceted nanowires, although the
differences in formation energy of these two forms of nanowire

Figure 7. Electronic band structures of CdX [X = S (a, b), Se (c, d), and Te (e, f)] (1120) surfaces, calculated with SCC-DFTB (left panel) and PP-PBE
(right panel) methods, as implemented in the SIESTA package. Zero energy is set at the top of the valence band for each case.

Figure 8. Optimized structure of representative CdX (a) (1010) and (b) (1120) nanowires (top view).
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are very small. As expected, the value of the formation energy of
both (1010) and (1120) faceted nanowires decreases from CdS
to CdTe. Inmost of the cases, our SCC-DFTB results are close to
the corresponding PP-PBE results. In Figure 9, we have shown
the band structure of (1010) faceted nanowires of CdX (X = S,
Se, and Te) respectively calculated with both SCC-DFTB and
PP-PBE methods. In Figure 10, we have shown the same for

(1120) faceted nanowires. As is evident from the figures, SCC-
DFTB reproduces all of the important bands very well. Because
of the use of a minimal basis set, the conduction bands show little
deviation from PP-PBE results. The other feature is that the
SCC-DFTB bands are relatively more compressed compared to
PP-PBE bands. The bands of all studied nanowires are more
localized compared to the corresponding surfaces. Our calculated
SCC-DFTB electronic band structures are also similar to that
obtained byHuang et al.99 The band gap values obtained by using
the SCC-DFTB method are higher than those of the PP-PBE
method. As mentioned earlier, this is due to the fact that the
SCC-DFTB method generally overestimates this property.
Interestingly, the band gap values of studied nanowires are
larger compared to their bulk values, consistent with the
quantum confinement effects. There are experimental studies
on CdS and CdSe nanowires with diameters of around 70�
100 nm, and their band gap values are almost close to bulk
band gap values.100,101 So, nanowires of smaller diameters
will show a quantum confinement effect and correspondingly
have higher band gap values. Huang et al. also reported
similar band gap behavior in their recent study on CdS and
CdSe NWs.99 The SCC-DFTB prediction of the stability
order of these nanowires also is the same as that of PP-PBE
results.
3.5. Small Molecular Systems. Finally, we have tested the

transferability of our derived SCC-DFTB parameters with re-
spect to DFT by calculating the structural and energetic

Table 5. Calculated Geometry (Bond Lengths Are in Å and
Bond Angles Are in deg) and Formation Energy Ef (in eV/
pair) of Both (1010) and (1120) Nanowires of Cadmium
Chalcogenides

(1010) (1120)

dCd�X dCd�X
0 R β Ef dCd�X dCd�X

0 dCd�X
00 R β Ef

CdS

SCC-DFTB 2.29 2.57 124 118 0.48 2.53 2.58 2.54 111 96 0.42

PP-PBE 2.49 2.55 120 118 0.27 2.52 2.56 2.53 116 91 0.24

CdSe

SCC-DFTB 2.44 2.55 122 119 0.32 2.48 2.57 2.50 116 96 0.29

PP-PBE 2.63 2.68 120 119 0.24 2.65 2.68 2.65 118 89 0.21

CdTe

SCC-DFTB 2.60 2.66 121 120 0.20 2.64 2.68 2.65 116 95 0.19

PP-PBE 2.81 2.86 120 120 0.21 2.83 2.86 2.83 118 87 0.18

Figure 9. Electronic band structure of (1010) faceted nanowires for CdS (a, b), CdSe (c, d), andCdTe (e, f) calculated with the SCC-DFTB (left panel)
and PP-PBE (right panel) methods, as implemented in the SIESTA package. Zero energy is set at the top of the valence band for each case.
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properties of some simple diatomic molecules and small molec-
ular systems. As all systems studied so far are closed-shell
systems, we used the nonspin polarized SCC-DFTB method.
However, for diatomic molecules, we have used the spin-polar-
ized SCC-DFTB method of K€ohler et al.102 The atomic-spin-
dependent constants WAll0 needed for the spin-polarized SCC-
DFTB method are calculated by taking the second derivatives of
the total atomic energy with respect to the spin density; at the
point where the spin density is zero, this derivative reduces to

WAll0 ¼ 1
2

∂εvAl
∂nvl

� ∂εvAl
∂nVl

 !
F¼ 0

¼ WAl0 l ð7Þ

where nl and nl0 are the occupation numbers of atomic shells l and
l0, respectively, and εAl

v is the atomic Kohn�Sham orbital energy
for alpha (v) spin. The second derivative values are computed

Figure 10. Electronic band structure of (1120) faceted nanowires for CdS (a, b), CdSe (c, d), and CdTe (e, f) calculated with the SCC-DFTB (left
panel) and PP-PBE (right panel) methods, as implemented in the SIESTA package. Zero energy is set at the top of the valence band for each case.

Table 6. Atomic-Spin-Dependent Constants WAll0 of Se and
Te (in au)

WAll0 Se Te

Wss Wsp Wsd �0.018 �0.014 �0.000 �0.014 �0.011 �0.000

Wp Wpp Wpd �0.014 �0.014 �0.000 �0.011 �0.011 �0.000

Wds Wdp Wdd �0.000 �0.000 �0.096 �0.000 �0.000 �0.083

Table 7. Comparison between SCC-DFTB, PP-PBE, and
B3LYP Results on the Binding Energy (in eV) and Equilib-
rium Bond Length (in Å) of Simple Diatomic Moleculesa

dimer SCC-DFTB PP-PBE B3LYP/SBK+6-31G(d,p)

A�B Eb r Eb r Eb r

d Cd�H 0.86 1.93 0.86 1.86 0.82 1.85

t Cd�C 2.48 2.16 1.54 2.19 2.66 2.23

q Cd�N 1.67 2.22 0.44 2.39 2.97 2.48

s Cd�O 3.15 1.89 1.21 1.94 3.21 1.92

d Se�H 3.15 1.51 3.08 1.51 3.71 1.49

s Se�C 6.70 1.71 6.44 1.71 8.89 1.69

d Se�N 5.48 1.71 3.89 1.70 7.42 1.69

t Se�O 4.95 1.72 4.52 1.71 4.17 1.70

t Se�S 3.92 2.05 3.98 2.10 3.48 2.11

d Te�H 2.84 1.70 2.67 1.72 3.12 1.68

s Te�C 5.10 1.94 5.05 1.95 7.16 1.92

d Te�N 3.70 1.93 2.81 1.95 6.47 1.91

t Te�O 4.35 1.95 3.86 1.94 3.62 1.87

t Te�S 3.77 2.33 3.54 2.32 3.94 2.31

t Te�Se 3.16 2.50 3.16 2.49 3.38 2.49
a s, d, t, and q denote singlet, doublet, triplet, and quartet spin states,
respectively.
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using the finite difference method. We here only calculated
the values of atomic spin constants WAll0 for Se and Te, and
they are given in Table 6. In case of the Cd atom, it is not required
due to the closed-shell nature of it. For all other atoms likeH,C,N,
O, and S, we have used the spin constants calculated previously.102

The binding energies and equilibrium bond lengths calculated
by the SCC-DFTB method, PP-PBE method, and also B3LYP/
SBK+6-31G(d,p) of several diatomic systems are shown in
Table 7. The SCC-DFTB results in most of the cases are very

promising. Experimental results for some diatomic molecules are
also available, and we have compared our theoretical results with
these. For example, CdH is known to have an experimental
binding energy of 0.71 eV and an equilibrium bond length of 1.86
Å.103 Our calculated binding energy (0.86 eV) and bond length
(1.93 Å) are close to experimental values. The ground state of the
CdC molecule is a triplet, and the experimental binding energy
and bond length are 1.91 eV and 2.17 Å, respectively.104 Our
SCC-DFTB calculation predicts the binding energy to be 2.48
eV, slightly overestimated, but it predicts the bond length (2.16
Å) more accurately (within 0.01 Å). The bond length of the
diatomic molecule CdO in its singlet ground state calculated by
the SCC-DFTB method (1.90 Å) also agrees well with the
experimental value of 1.90 Å.105 In the cases of Se�B (B = O
and S) and Te�B (B = O, S and Se), the bond lengths increase
while the binding energies decrease with an increasing size of B.
This fact is in good agreement with the other DFT calculations
and also with the experimental results.104,106

In Table 8, we presented our results on AB2 types of molecules.
The equilibrium bond lengths of several systems calculated by
SCC-DFTB are close to the PP-PBE and B3LYP/SBK+6-31G(d,
p) results. However, the bond angles are larger than the corre-
sponding DFT values. As an illustrative example, we consider the
CdH2 molecule. The CdH2 molecule in its singlet ground state is
known experimentally to have a bond length of 1.75 Å and a bond
angle of 180� from infrared spectroscopy of the matrix isolated
molecule.107 The equilibrium bond length and bond angle
calculated by SCC-DFTB parametrization reproduces these
geometrical features very well, and they are also close to the
values obtained from PP-PBE and B3LYP/SBK+6-31G(d,p)
calculations. The good agreement among SCC-DFTB, PP-PBE,

Table 8. Comparison between SCC-DFTB, SIESTA (PP-
PBE), G03 (B3LYP), and Experimental Results on the Bind-
ing Energy (in eV) and Equilibrium Bond Angle (in deg) and
Length (in Å) of AB2-Type Moleculesa

Molecule

SCC-

DFTB PP-PBE

B3LYP/-

SBK+6-31G-

(d,p) Exp.

AB2 Eb θ r Eb θ r Eb θ r Eb θ r

CdH2 3.88 180 1.76 4.23 180 1.71 4.10 180 1.75 3.06 180 1.75b

SeH2 3.36 97 1.50 3.17 90 1.51 4.05 91 1.48 3.42 91.5 1.48 c

SeO2 5.00 115 1.71 3.97 111 1.69 3.87 112.7 1.65 4.37 114 1.61 d

SeS2 3.45 119 2.09 3.05 115 2.13 2.81 115 2.14

TeH2 2.98 95 1.70 2.77 89 1.71 3.55 89.6 1.68 2.82 90 1.69 e

TeO2 4.49 116 1.93 3.43 109 1.92 3.67 111.5 1.81 3.37 102 1.90 f

TeS2 3.57 117 2.34 2.88 112 2.33 2.65 113 2.31 103.4 2.39 g

TeSe2 2.88 118 2.52 2.50 113 2.52 3.07 113 2.51 2.50 g

aAll molecules have been calculated in the singlet state. bRef 107. cRefs
108 and 109. dRef 110. eRef 106. fRefs 104 and 110. gRef 104.

Figure 11. Schematic view of a few small molecules together with their equilibrium geometric parameters obtained with SCC-DFTB (without
brackets), PP-PBE in parentheses, and B3LYP/SBK+6-31G(d,p) in brackets. The bond lengths are in Å and angles are in deg.
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B3LYP/SBK+6-31G(d,p), and experimental108�111 results on
bond lengths, bond angles, and binding energies (with usual
DFTB overestimation) of several AB2 type molecules, as pre-
sented in Table 8, makes us believe that the derived parameters
are highly transferable, and one can study either the adsorption of
small molecules on the cadmium chalcogenide surfaces or
different types of surface passivation effects.
In addition, we have calculated the geometric features of

several model molecules with SCC-DFTB and PP-PBE and also
with B3LYP/SBK+6-31G(d,p). The results are shown in Fig-
ure 11. The bond lengths and bond angles of several model
molecules calculated using the SCC-DFTB method are very
close to the other DFT calculations. The binding energyies per
bond are also in good agreement with those of PP-PBE and
B3LYP/SBK+6-31G(d,p) calculations. The experimental results
of a few molecules studied here are also available in the literature.
Thus, the experimental Cd�C bond length in Cd(CH3)2 is
2.21 Å. The bond length obtained with the SCC-DFTB method
is very close to the experimental value.112 The experimental
bond length and bond angle of Se(CH3)2 are found to be 1.98
Å and 98�, respectively.113,114 These values are also in very good
agreement with our SCC-DFTB values.

4. CONCLUSION

A complete SCC-DFTB parametrization for cadmium and its
interaction with oxygen, carbon, hydrogen, sulfur, selenium,
tellurium, etc. has been developed in order to get the best
possible description of periodic and molecular systems involving
these elements. Using this parameter set, we have calculated the
bulk properties (i.e., lattice constants, bulk moduli, cohesive
energies, band structures, etc.) of hcp-Cd, trigonal Se and Te,
rock-salt CdO, and zb and wz cadmium chalcogenides (CdS,
CdSe, CdTe). Our calculated values are in good agreement with
the reference DFT calculations and also with experimental
results. We have also checked the transferability of SCC-DFTB
parameters by calculating the electronic structure of several
nanostructures such as surfaces and nanowires. Finally, we have
tested the transferability of our SCC-DFTB parameters by
calculating the structural and energetic properties of some simple
diatomic molecules and small molecular systems. The real world
application of semiconductor nanoparticles requires the integra-
tion of smaller nanoparticles and 1-d nanostructures to form
large nanostructures. However, to date, theoretical studies in this
particular field are restricted to only isolated nanoparticles and
1-d nanotubes or wires. This is primarily because of the unavail-
ability of appropriate methods to handle nanostructures com-
posed of a large number of atoms. We do hope that, with the
derived SCC-DFTB parameter of the cadmium chalcogenides
set and taking advantage of the computational efficiency of the
SCC-DFTB method, one may be able to study large nanostruc-
tures of cadmium chalcogenides.
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ABSTRACT: Free energy calculations are one of the most useful methods for the study of ion transport mechanisms through
confined spaces such as protein ion channels. Their reliability depends on a correctly defined reaction coordinate (RC). A straight
line is usually not a proper RC for such complicated processes, so in this work a combined metadynamics/umbrella sampling
(MTD/US) method is proposed. In the combined method, the ion transport pathway is first identified by the MTD method, and
then the free energy profile or potential of mean force (PMF) along the path is calculated using umbrella sampling. This combined
method avoids the discontinuity problem often associated with normal umbrella sampling calculations that assume a straight line
RC, and it provides a more physically accurate potential of mean force for such processes. The method is demonstrated for the
proton transport process through the protein channel of aquaporin-1.

I. INTRODUCTION

Ion channels are a large class of proteins that regulate ion flow
across the cell membrane. Nearly all cells depend on the proper
functioning of these ion channels to transfer ions in and out of the
cell. This class of proteins has been widely studied using various
experimental techniques (see, e.g., refs 1�5) as well as theore-
tical calculations (see, e.g., refs 6�9).

Free energy calculations are one of the most important
techniques in theoretical and computational chemistry and have
been proven to be a powerful tool to study biological systems.10

The calculated free energy profile along the channel described by
a certain reaction coordinate (RC), i.e., the potential of mean
force (PMF), contains essential information about the ion
transport process and provides detailed insight into the ion
transport mechanism.11�17

In general, to perform such calculations, the channel is aligned
along one axis of the simulation system (usually the Z-axis) and
the coordinate component along this axis is used as the RC. This
is a convenient setup, but, as shown below, it may provide a
calculated PMF that differs significantly from the one along a
more realistic and more complicated RC and consequently gives
misleading information about the ion transport process.

As an example, we calculated the PMF of a classical hydronium
with no Grotthuss proton shuttling transported through a kinked
carbon nanotube model, as shown in Figure 1. The classical
hydronium has a partial charge �0.5 e on the oxygen atom and
þ0.5 e on each of the three hydrogen atoms. The tube has a pore of
8 Å in diameter. All of the carbon atoms are fixed in space, as was
done in previous studies, and should not affect the results.18 The
carbon atoms interact with water oxygens through a Lennard-
Jones potential with ε = 0.128 95 kcal/mol and σ = 3.2752 Å. This
setup allows a single water wire to form in the aperture.19

The PMFs were obtained along the reaction coordinate
(Z-coordinate of the hydronium oxygen) using umbrella sam-
pling (US) for different orientations of the same carbon tube, as
shown in Figure 1. For this simple model, it is reasonable to

believe that the hydronium transports along the kinked tube
central axis. The PMF associated with the real hydronium
transport pathwaywas thus also calculated and shown in Figure 1.
As expected, the PMF curves for the two tube orientations
using the Z-coordinate as reaction coordinate are different from
the correct one, demonstrating that using the Z-coordinate as the
reaction coordinate fails to properly describe the kink and the
change in channel radius (due to the kink) even for such a
simple model.

Ion channel proteins consist of amino acids and are hetero-
geneous in nature. The local environment in the channels is
much more complicated than the carbon tube model described
above. The PMF calculated assuming a straight line RC may
describe the ion transport processes improperly and thus yield a
misleading description of the underlying biological processes.
Here, we propose a combined metadynamics (MTD) and US
method, in which the ion transport pathway is first identified
using the MTD method and then the US calculation is carried
out along the pathway to obtain the PMF along a more physically
reasonable ion transport RC.

The metadynamics method and the combined MTD/US
method are briefly described in the next section, and the
combined method is demonstrated in more detail in section III
on a protein channel. Discussion and concluding remarks are
then given in the last section.

II. METHODS AND SIMULATION DETAILS

Metadynamics20�23 is a free energy method that is based on a
biasing of the potential surface and is similar to umbrella
sampling in this sense. But, in contrast to umbrella sampling,
the bias or “hills” are dynamically placed on top of the underlying
potential energy landscape and discourages the system from
visiting the same points in the configurational space. The hill can

Received: February 10, 2011



2278 dx.doi.org/10.1021/ct200100e |J. Chem. Theory Comput. 2011, 7, 2277–2283

Journal of Chemical Theory and Computation ARTICLE

have any form, but a Gaussian potential is usually used:

Vbiasðs, tÞ ¼
X
ti

H exp �js� sðtiÞj2
2w2

 !
ð1Þ

whereH is the height of the hill,w is the width, t is time, and s is the
collective variable (CV) or RC. The hills are added at a time
interval of δt. With the accumulation of hills, the local potential
energywell is flattened and the system escapes the initialminimum
over the lowest barrier. When applied properly, the MTDmethod
not only accelerates the sampling of configuration space but also
maps out the free energy surface or the potential of mean force as
the negative of the sum of all the bias hills, �Vbias(s,t).

20 The
accuracy of the calculated PMF fromMTD simulation depends on
the parameters H, w, and δt, which in turn depend on the system
properties. The selection of these parameters is not trivial24

although successful applications have been reported.25�30 The
other issue that limits the application of the MTD method is a
convergence problem caused by the lack of a straightforward way
to determine at which point a MTD simulation should stop, and

this causes error in the final PMF.25,31�35 The well-tempered
MTD method has solved this problem theoretically.36 However,
its successful application requires knowledge about the PMF of
interest which is generally not known beforehand. Improperly
chosen parameters may thus make the MTD PMF calculation
inefficient or result in large errors.

SinceMTD is able to find the next lowest barrier, it is also used
as a path sampling method.37,38 In the present work, instead of
generating the PMF usingMTD directly, we use it to find the ion
transport pathway through an ion channel protein. Once the
pathway is identified, the PMF along it can then be rigorously
calculated using umbrella sampling. This combined MTD/US
approach provides a powerful means to determine a complicated
ion transport RC and then calculate amore physically meaningful
PMF for the ion transport along that RC. The convergence
problem sometimes associated with the MTD method for
calculating the PMF is avoided.

For an arbitrarily curved pathway, instead of using the
weighted histogram analysis method (WHAM),39 the PMF or
the free energy difference from the starting point can be
calculated as40,41

FðsðRÞÞ � Fðsð0ÞÞ ¼
Z R

0
dR0 XN

i¼ 1

dsiðR0Þ
dR0

DFðsðR0ÞÞ
Dsi

ð2Þ

where R ∈ [0,1] is the parameter used to parametrize the path
and the sum in the integral is over N RCs or CVs (N = 1 in the
present work). The mean force can be calculated for each
window by

DFðsÞ
Dsj

� k
T

Z T

0
dt ðsj � sjðxðtÞÞÞ ð3Þ

where k is the force constant in umbrella sampling, T is the
simulation time, sj is the equilibration value of the reaction
coordinate, and sj(x(t)) is its instantaneous value.

All simulations in this work were carried out at 308 K in the
canonical ensemble (constant NVT) using DL_POLY package42

or its modified version (see below) with the Amber force field.43

The Nose�Hoover thermostat was used with relaxation time
0.5 ps. A MD integration time step of 1.0 fs was used, and the
electrostatics were calculated by the smooth particle mesh Ewald
method with a real space cutoff of 9.5 Å. The PLUMED package44

was interfaced with DL_POLY for the MTD calculations.

III. RESULTS

The combinedMTD/USmethod is demonstrated here for the
protein channel aquaporin-1 (AQP1), which is a relatively simple
channel protein but ismore complicated than the carbon nanotube
model discussed earlier. The exact ion transport pathway through
AQP1 is not known. AQP1 is a channel protein that conducts
water but effectively blocks protons and other positively charged
ions through a high free energy barrier to ion permeation. Its
selectivity mechanism has been extensively studied using various
methods including free energy calculations.1,11,16,45�51

The PMF associated with proton transport through the AQP1
channel was calculated using the MTD/US method described
above. The proton was treated either as a classical hydronium
model or by using the multistate empirical valence bond (MS-
EVB) model52,53 that includes the full physics of Grotthuss
proton shuttling and charge defect delocalization. The initial
configuration containing the protein monomer and solvation

Figure 1. (Upper panels) Carbon tube model with a single water wire
formed in the pore. The carbon atoms are fixed in space during the
simulation and interact with water oxygen atoms through a van der
Waals potential. (Lower panel) Calculated PMFs using theZ-coordinate
as the reaction coordinate for different orientations (US(a), dotted line,
and US(b), short dashed line, respectively) of the tube in space. The
PMF calculated along the real ion transport pathway is also shown for
comparison (US(path), solid line, up axis) and aligned at Z = 0 Å with
the other two indicated by a dashed line. The statistical error was
estimated to be (0.2 kcal/mol or smaller. The difference in the
calculated PMF profiles clearly demonstrates in this simple case that
using a straight line along the Z-coordinate fails to properly describe the
kink and radius change of the channel.
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water on both ends of the channel was taken from a previous
study.51 The protein channel was aligned along the Z-axis. The
lipid bilayer was then removed from the simulation box to save
computation time.51 To keep the protein structure near its initial
configuration, all protein R carbons, except those which are
within 6 Å of any of the embedded water molecules, were
tethered with a force constant of 2.4 (kcal/mol)/Å2 during the
simulation. This way, the protein residues that have close contact
with the water wire are allowed to reorganize during the proton
transport process, while the tethered atoms fluctuate in a way
similar to the full unconstrained simulation.17,51

For the classical hydronium case, a MTD trajectory was
generated using the Z-coordinate of the hydronium oxygen atom
as the reaction coordinate. Gaussian-shaped hills with H = 0.1
kcal/mol and w = 0.5 Å were added to the underlying potential
surface every 500 steps. It is worth noting that in the combined
MTD/US method the final PMF is not sensitive to the choice of
these parameters, as long as they are in reasonable range,24 since
the PMF is not directly calculated from MTD. Soft walls were
added on both ends at Z = 17 Å and Z = �20 Å, respectively, to
limit sampling inside the channel. A 5 ns trajectory was gener-
ated, during which a “one-way” trip through the channel was
made for the hydronium. Fifty snapshots were obtained from this
trajectory at a 100 ps interval. These snapshots sampled diverse
positions of the hydronium along the hydronium transport
pathway. New MTD simulations were then initiated from each
of these configurations to obtain better sampling of the pathway.
For 32 of these MTD trajectories, at least one transport through
the channel, from either direction, was observed within 3 ns. The
transport part from each trajectory, the first one-way trip, was
averaged to get the most possible hydronium transport pathway
through the channel whereas other parts, which mainly sampled
either end of the channel, were discarded. The path in each
trajectory was found to be similar, indicating that no competitive
pathways exist in this protein channel. For more complicated
protein channels that do have more than one ion transport

pathway having a similar free energy barrier, all pathways can be
identified accordingly and the PMFs calculated separately.

A similar procedure was followed for the simulations with the
excess proton treated using the MS-EVB model. In this case, the
reaction coordinate is defined as the Z-coordinate of the center
of the excess proton net positive charge defect (CEC), which is
defined as52

rCEC ¼
XNEVB

i

ci
2rCOC

i ð4Þ

where ci
2 is the EVB amplitude for state i and rCOC

i is the center
of charge vector

rCOC
i ¼ 1

Q tot:
i

Xfig
k

qkrk ð5Þ

where

Q tot:
i ¼

Xfig
k

jqkj ð6Þ

with qk being the charge on atom k and rk its position.
The averaged proton transport pathways through the channel

are shown as yellow points for the classical hydroniummodel and
blue points for the excess proton CEC in the MS-EVB model in
the left panel of Figure 2. Both pathways are basically along the
Z-coordinate but obviously deviate from a straight line. The right
two panels of Figure 2 show that the pathways have excursions
of more than 3 and 2 Å in the X- and Y-directions, respectively.
(The projected pathways onto the X�Y plane in these panels of
Figure 2 would simply be dots in that plane if the pathways were
straight lines along Z.) The MS-EVB model proton transport
pathway is smoother than the classical hydronium model path-
way, which is consistent with the fact that the MS-EVB model
includes the Grotthuss mechanism of proton hopping explicitly
so that multiple protons from different water molecules can

Figure 2. (Left) Structure of AQP1. The proton transport pathways identified by the metadynamics method are shown as yellow points for the classical
hydronium model case and blue points for the excess proton described by the MS-EVB model. The NPA motif and the SF region, which form the two
barriers for the proton transport, are shown in orange and red, respectively. (Right) Projection of the identified pathways onto the X�Y plane with the
Z-coordinate indicated by color. The pathways crossed > 3 Å in theX-direction and > 2 Å in the Y-direction. The pathways are twisted and clearly deviate
from a straight line along the Z-coordinate, which would simply be a dot in the X�Y plane.
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participate in translocating the net positive excess proton charge
defect.

It has been found previously that there are two barriers for
proton transport through the AQP1 channel, corresponding to
the selectivity filter region (SF, formed mainly by the Phe56,
His180, and Arg195 residues) and the Asn-Pro-Ala (NPA)
motifs.16,45�51 The NPA motifs are shown in orange with the
licorice helices model in Figure 2, and the SF region is in red. It is
clear that the pathways are twisted in the X�Y plane around the
NPAmotifs (red regions of the points in right panels of Figure 2),
which was not directly noted before. While the proton transport
pathways identified with different proton transport models seem
similar for much of the channel, important differences are
observed around the SF and NPA motif regions. Relative to
theMS-EVBmodel case, the classical hydroniummodel pathway
is repulsed further from the NPA motif residues, while the MS-
EVB model appears to have the excess proton charge defect
distorted further away from the center of the SF region.

The PMFs calculated using eq 2 along theMTD pathways and
the ones calculated with the straight line Z-coordinate as the RC
are shown in Figure 3. About 150 umbrella sampling windows are
used for each case (0.25 Å interval for the channel region and
0.50 Å for the bulk region), and a constraining force constant of
30 (kcal/mol)/Å2 was used. A 1 ns trajectory was generated for
each window. The first 200 ps was considered equilibration and
discarded when calculating the mean force using eq3. The
dominant barrier due to the NPA motifs was found to be ∼27
kcal/mol for each case, similar to previous simulation results51 of
∼28 kcal/mol using straight line RC with umbrella sampling and
the weighted histogram analysis method. However, the smaller
barrier at the selectivity filter region, as indicated in Figure 3,
shows different features between the results. For the classical
hydronium model simulations, when using the straight Z-co-
ordinate as the RC, the barrier at SF is∼16 kcal/mol, consistent
with previous results51 where the same RC was used, proving the
accuracy of the mean force method used in this work. On the
other hand, the barrier is only 11 kcal/mol when the PMF was

calculated along the classical hydronium transport pathway
identified by MTD. In addition, the minimum between the two
barriers is significantly less deep when the Z-coordinate is used as
the reaction coordinate. On the other hand, when the proton is
treated using the MS-EVB model, the barrier at the SF region
is ∼18�19 kcal/mol, which agrees well with previous MS-EVB
results.51 The two PMFs obtained with different RCs are
different, but not as different as the classical hydronium model
simulations.

In the calculations using the Z-coordinate as the RC, the
system is free in the X�Y plane. Previous studies found that
the radius of the channel varies from more than 5 Å at the ends
to less than 1 Å in the SF region.45,51 In the simulation, the RC
(Z-coordinate) windows were distributed evenly with a 0.25 Å
interval; however, the actual distance between the sampled
regions of two nearby windows can be much larger. Figure 4
shows the distance between the neighboring windows on the
basis of the averaged position sampled in each window for the
classical hydronium model case, in the Z-direction and absolute
distance in 3D, respectively. In spite of a distance of less than
0.4 Å in the Z-direction, the absolute 3D distance between
neighboring windows can be as large as 2.2 Å due to the
distribution in the X�Y plane. For pairs with the largest distance,
the sampled region in the X�Z and Y�Z planes is shown in
Figure 4. It is clear in the figure that the sampled regions are far
away from each other in either theX- or Y-direction, despite good
overlap in the Z-direction, causing a discontinuity in configura-
tional space. It is obvious by comparing Figures 3 and 4 that
the difference in the PMF is directly related to this discontinuity.
The way the PMF is calculated in this work using eq 2 does not
explicitly depend on the overlap between windows as it does in
WHAM. However, such discontinuities introduce errors into the
calculated PMF.When the proton hopping is described explicitly
using the MS-EVB model, fewer bad overlap pairs were found
(results not shown), but it still suffers from this problem when
using the Z-coordinate as the RC.

The importance of a constraint in the direction perpendicular
to the RC axis has been suggested before.13 However, in the
current PMF calculation using the Z-coordinate as the RC, no
constraint was added for the proton in the X�Y plane unless it
is close to the bulk solvent (beyond Z = (10.0 Å) because
the equilibrium positions in the X�Y plane for each umbrella
sampling window in the channel region were not known
explicitly. In addition, for a curved pathway, a constraint in the
X�Y plane perpendicular to the improperly chosen reaction
coordinate along the Z-axis would cause errors as well, as
demonstrated in the carbon nanotube model described earlier.

In the PMF calculation along the identified pathway described
in the current work, a weak harmonic force of 5 (kcal/mol)/Å2

was applied in the direction perpendicular to the normal of a
given point on the pathway. As shown in Figure 4, the distance
between neighboring windows are all reasonable (<1 Å). The fact
that a weak force of 5 (kcal/mol)/Å2 can constrain the system
around the identified pathway highlights the reliability of the
proposed combined MTD/US method.

IV. DISCUSSION AND CONCLUSIONS

A calculated ion permeation PMF is meaningful only if the
reaction coordinate is correctly identified for the problem of
interest. In the present work we have demonstrated using a
simple artificial carbon tube model that a small kink or change in

Figure 3. Free energy profile (or potential of mean force, PMF)
calculated for the proton transport through the APQ1 channel using
the Z-coordinate (up axis) or the displacement along the identified
pathways (low axis) as the reaction coordinate, respectively. The proton
was treated using either the classical hydronium model or the reactive
MS-EVB model for the Grotthuss shuttling excess proton charge
defect. The statistical error was estimated to be (0.5 kcal/mol or
smaller. The PMFs are aligned at Z = 0 Å as indicated by a dashed
line. The position of NPA motif and the SF region was based on the
Z-coordinate (upper axis).
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channel radius can make an otherwise trivial calculation very
complicated. The calculated PMF fully depends on the orienta-
tion of the tube, or in other words, it depends on the specific
definition of the reaction coordinate.

Ion channel proteins help to establish the environment inside
and outside of the cell by controlling the ion flow across the cell
membrane. These heterogeneous pores are formed to perform
various functions.Many of the ion channels are selective for some
species over others by a specific gating mechanism. This feature
makes the channel environment more complicated. For example,
in AQP1, which conducts water but blocks all positively charged
cation species, there are two gating motifs, the NPA motif and
the SF region. Furthermore, the radius of the pore and the
local environment varies greatly. As a result, the assumption of a
straight ion transport pathway along a certain axis is highly
questionable and introduces errors into the calculated PMF.

In the present study of AQP1, using the Z-coordinate as the
RC overestimates the SF barrier by about 5 kcal/mol when the
proton is treated using the classical hydronium model (cf.
Figure 3). The NPA domain is still the dominant barrier region,
and the barrier heights are similar when either RC definition was
used. This is consistent with the fact that the channel radius at the
SF region has a large variation from other parts of the
channel,45,51 highlighting the importance of a better definition
of the RC in the PMF calculation. On the other hand, when the
excess proton charge defect was treated using the MS-EVB
model that allows proton (Grotthuss) shuttling, the PMFs
obtained with both RC definitions are similar even in the SF
region although small differences can be seen. This is due to the
fact that the excess charge defect is delocalized over multiple
waters in the MS-EVB model via the known proton hopping
physics and results in a much smoother and continuous pathway
as shown in Figure 2.

The results shown in Figure 3 for the AQP1 proton PMFs
relative to those of the classical hydronium cation are, in fact, likely
to be highly significant. This is because they support the notion
that the APQ1 SF region is a specially evolved region of the
channel designed to help block proton (shuttling Hþ) flux (and it
does so nomatter what the chosenRC).On the other hand, the SF
region it is not as important for blocking the flux by a “classical”
hydronium cation that cannot shuttle protons (i.e., even though

the “best” RC gives a small barrier for classical hydronium at the
SF, a large barrier at the NPA region is still present). These ideas
on the importance of the AQP1 SF region for modulating proton
flux have recently been proposed from a combined computa-
tional/experimental study54 of two AQP1 SF mutants, and the
present results help to confirm this proposal.

It is further reasonable to anticipate that ion channel permea-
tion studies for other ions (Naþ, Cl�, etc) and proteins would
also suffer the inaccuracies described earlier when an improper
(e.g., straight line Z-coordinate) RC is used to calculate a PMF.
The proposed combined MTD/US method however provides a
computationally affordable and technically feasible solution to
circumvent this problem.

In this work, we have used theMTDmethod to identify the ion
transport pathway, but other pathway searching methods55�63

could be used instead. For example, one such approach is the string
method,40,64 one version of which has been applied to biological
systems by Roux and co-workers to study the conformational
change of a small protein.65 This method can also be applied to ion
channel systems to identify the ion transport pathway that
connects the two ends of the channel as well. However, the string
method may not guarantee the identified pathway is the free
energy minimum, which is the path most likely associated with the
real processes in the cell. In MTD simulations, starting from one
configuration, the system is more likely to cross the next lowest
barrier and reach the other endof the channel along the free energy
minimum pathway.

In the example described above, we have used the Z-coordi-
nate as the RC in the MTD simulation, which is similar to an
experimental setup where the ion concentration or an electro-
chemical gradient is applied in one direction to drive the ion flow.
However, this is fundamentally different from the Z-coordinate
RC used in normal umbrella sampling calculations. In the latter
case, the simulation in each window is independent from the next
window and can cause the discontinuity as observed above due to
not enough sampling or other reasons. The MTD simulation,
however, is a dynamical process and the successful transport
through the channel guarantees continuous sampling. In addi-
tion, using the data from the first “one-way trip” assures
the sampled path is the minimum corresponding to the most
possible ion transport pathway observed in experiments.

Figure 4. Distance between neighboring windows in theZ-direction (US(Z), dashed line) or in three dimensions (US(3D), dotted line) for the classical
hydroniummodel simulation. The position for each window is calculated by taking the average of the sampled points, and only the pore part is shown. In
the calculations using the Z-coordinate as the reaction coordinate, the RC is evenly distributed in the Z-direction with a 0.25 Å interval. However, the
absolute distance between neighboring windows can be as large as 2.2 Å, causing discontinuities in the configuration space as shown for the four largest
distance pairs. Such discontinuities introduce errors into the calculated PMF andmay cause a misleading description of the ion permeation process. The
simulation with the excess proton treated using the MS-EVB model suffers from a similar issue (not shown). The combined MTD/US (solid line)
method avoids such problems.
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The continuity of the sampled region can be further assured by
applying a weak harmonic force in the perpendicular direction at
a given point along the pathway when calculating the PMF.

In summary, the assumption that the ions transport through
the nonuniform protein channel along a straight line can fail due
to the complexity of the channel structure so that the PMF
calculated along this path can be misleading. To get more reliable
results, a combined MTD/US method has been proposed, in
which the ion transport pathway is first identified using the
MTD method. The PMF for the ion transport processes is then
calculated along this pathway using the umbrella sampling
method. This combined method also avoids the convergence
problem sometimes found with the direct MTD approach for
calculating a PMF. We have also applied the proposed method
to the proton transport process through the AQP1 channel and
demonstrated its feasibility, reliability, and ability to provide
important new insight.
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ABSTRACT:The new empirical rules for protein pKa predictions implemented in the PROPKA3.0 software package (Olsson et al.
J. Chem. Theory Comput. 2010, 7, 525�537) have been extended to the prediction of pKa shifts of active site residues and ionizable
ligand groups in protein�ligand complexes. We present new algorithms that allow pKa shifts due to inductive (i.e., covalently
coupled) intraligand interactions, as well as noncovalently coupled interligand interactions in multiligand complexes, to be included
in the prediction. The number of different ligand chemical groups that are automatically recognized has been increased to 18, and the
general implementation has been changed so that new functional groups can be added easily by the user, aided by a new and more
general protonation scheme. Except for a few cases, the new algorithms in PROPKA3.1 are found to yield results similar to or better
than those obtained with PROPKA2.0 (Bas et al. Proteins: Struct., Funct., Bioinf. 2008, 73, 765�783). Finally, we present a novel
algorithm that identifies noncovalently coupled ionizable groups, where pKa prediction may be especially difficult. This is a general
improvement to PROPKA and is applied to proteins with and without ligands.

1. INTRODUCTION

The interactions between biological molecules are fundamen-
tal to all biological phenomena. The often high degree of
specificity of the intermolecular interactions offers a high level
of control in basic biological processes such as the humoral
immune response (antibody�antigen interactions), gene regula-
tion (protein�DNA interactions), and enzyme catalysis (initial
enzyme�substrate binding). Similarly, most drugs are small
molecules that bind to protein targets. In the early steps of the
drug discovery process, thousands of candidate molecules are
often screened for activity on the protein target in an expensive
and time-consuming process. Accurate modeling of pro-
tein�ligand interactions is therefore of great importance and
has practical applications in the pharmaceutical industry where
virtual screening for drug candidates is of increasing importance.1

A great number of computer algorithms have been developed
for modeling interactions between ligands and protein
molecules.2 However, much less effort has been devoted to the
prediction of titrational events during protein�ligand binding.3�5

When a ligand binds to a protein receptor, the chemical environ-
ment of the ligand and the active site residues is changed. This can
result in titrational events on the ligand molecule6 and in the active
site, which influences the binding affinity of the ligand molecule to
the protein receptor. Hence, the prediction of ligand pKa values can
be of great importance for the accurate modeling of these events.

In this Article, we announce the new version 3.1 of PROPKA,5,7,8

which features a number of improvements with particular focus
on prediction of ligand pKa values. The previous version 2.0 of
PROPKA models interactions between protein and ligand
chemical groups. However, PROPKA2.0 has a number of short-
comings that we will seek remedy in the present PROPKA3.1.

While the previous version 2.0 of PROPKA supported mod-
eling of interactions between protein and ligand molecules, no

modeling of interactions between ligand groups was available.
This shortcoming can lead to errors in predicted pKa values for
systems with multiple ligand molecules complexed with a
protein, systems containing large ligand molecules including
several titratable groups, or systems containing ligand molecules
that are coordinated with monatomic ions.

Additionally, PROPKA3.1 takes inductive interactions be-
tween covalently coupled ligand groups into account. For two
covalently coupled groups in an aromatic ring, it can be the case
that a titrational event at one of the covalently coupled groups
renders a titrational event at the other group much less likely. As
the molecular environment of the two groups is often similar, it is
often the chemical environment of the groups that determines
which group will titrate. PROPKA3.1 models covalently coupled
titrational events by identifying groups that are not titrating due
to coupling with another titrational event and restricting these
groups to the neutral state.

In PROPKA3.1, we have furthermore implemented algo-
rithms for the modeling of noncovalently coupled titrational
events. Two titratable groups, residing in a protein or ligand, that
are spatially proximate can influence the titration of each other
such that the two groups titrate in a coupled fashion and that the
shape of the titration curves can deviate from the standard
Henderson�Hasselbalch shape.9,10 Such noncovalently coupled
titration curves have, for example, been observed for Bacillus
circulans xylanase11 and thioredoxins.12�14 These noncovalently
coupled titration events can be considered a combination of two
microscopic titrational events where either of the two groups can
titrate first. PROPKA3.1 models noncovalently coupled titra-
tional events by predicting the resulting pKa values in both of the
two possible titration orders.

Received: February 23, 2011
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Finally, the implementation of the PROPKA versions 3.0 and
3.1 in Python15 makes it a relatively easy task to modify and
extend the code to include new chemical groups.

2. MATERIALS AND METHODS

2.1. Calculation Workflow. The workflow of PROPKA3.1 is
sketched in Figure 1. When initialized with a .pdb file as argument,
the workflow of PROPKA3.1 is as follows: (i) The structure PDB
file is read into PROPKA3.1, taking into account multiple models
and alternative locations, and a series of checks is done to ensure
structural consistency, for example, that known protein residues
contain the expected number of atoms. The assignment of Sybyl
atom types to ligand atoms is done internally in PROPKA3.1 based
solely on atom elements and coordinates. For a list of recognized
Sybyl types, see Table 1. (ii) Chemical bonds are initialized on the
basis of atom coordinates and element types. Atoms separated by
less than 2.0 Å are generally assumed to be bonded. However, if one
of the two atoms is a hydrogen atom, the threshold is 1.5 Å, and for
disulfides the threshold is 2.5 Å. Information on π-electrons and
conjugated bonds is set up using table values for protein atomnames
and ligand Sybyl types. Protons are added as described below. (iii)
The chemical groups needed for the pKa calculation are identified
from the atoms that have been read in. For protein atoms, the
identification of chemical groups is based on atom names, and for
heterogeneous atoms, the identification is based on predicted Sybyl
types. Besides the ligand groups recognized by PROPKA2.0,5 two
additional groups are recognized in PROPKA3.1: titratable oxygen
atoms in phosphate groups (default model pKa value 6.0 was set on
the basis of a series of experimental pKa values for molecules
containing phosphate groups16) and thiol groups (default model
pKa value 10.0

17); confer Table 2. (iv) Covalently coupled groups
are identified as described below. (v) A .propka_input file is written
out, allowing the user to modify the standard PROPKA3.1 setup.
(vi) The pKa value calculation is done using the algorithm described

in ref 7 expanded to also include ligand atoms as described below.
(vii) Noncovalently coupled groups are identified as described
below. (viii) A resulting .pka file is written out.
2.2. pKa Shifts Due to Ligand Interactions. In the following,

a brief summary of the underlying algorithms in PROPKA3.1 is
given with focus on the extension of the parameter set to include
ligand groups. For more details on the theoretical considerations
that PROPKA3.1 is based on, please consult ref 7.
In PROPKA3.1, pKa values are modeled as:

pKa ¼ pKwater
a þΔpKwater f protein

a ð1Þ
where pKa

water is the pKa value of the titratable group in water
(often referred to as the model pKa value), and ΔpKa

waterfprotein

is the contribution to the pKa value that stems from the protein
environment of the group. While the former value is a table value
for protein residues, it will, for ligand groups, depend on the
chemical properties of the molecule that the group is a part of.
Hence, the default model pKa values in Table 2 for ligand groups
are only proximate and should be replaced if a more precise value
is known for the considered ligand molecule. The latter value is
predicted by PROPKA3.1 on the basis of the supplied structure
and consists of

ΔpKwater f protein
a ¼ ΔpKdesolv

a þΔpKHB
a þΔpKRE

a þΔpKQQ
a

ð2Þ
where ΔpKa

desolv is the contribution due to desolvation effects,
ΔpKa

HB is the contribution due to hydrogen-bond interactions,
ΔpKa

RE is the contribution due to unfavorable electrostatic
reorganization energies, and ΔpKa

QQ is the contribution due to
Coulombic interactions. Of these four terms only the hydrogen
bond and Coulombic contributions are calculated using group-
specific parameters. The remaining terms are calculated using
generic parameters and do therefore not need to be extended
with new parameters to allow modeling of ligand groups.
2.2.1. Intrinsic Electrostatic Interactions. Hydrogen-bond

interaction energies are modeled as

ΔpKHB
a ¼

cHBwðrÞ cos θ if θ g 90�

0 else

8<
: ð3Þ

Figure 1. Flowchart of the calculation procedure in PROPKA3.1.

Table 1. Recognized Sybyl Types

Sybyl name atom

C.3 sp3 carbon

C.2 sp2 carbon

C.1 sp carbon

C.ar aromatic carbon

N.3 sp3 nitrogen

N.1 sp nitrogen

N.ar aromatic nitrogen

N.am nitrogen in amide

N.pl3 trigonal planar nitrogen

O.3 sp3 oxygen

O.2 sp2 oxygen

O.co2 oxygen in carboxylate

S.o2 sulfur in sulfone

S.3 sp3 sulfur

P.3 sp3 phosphorus
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where cHB is the maximal hydrogen-bond interaction energy
(fitted to 0.85 pKa units), r is the interatomic distance between

the hydrogen-bond donor and acceptor, θ is the angle formed
by the donor, the hydrogen atom, and the acceptor, and w is a

Table 2. Ligand Chemical Groups Recognized by PROPKA3.1 and Their Default Model pKa Values
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distance-dependent weight function given by

wðrÞ ¼
1 if r e rmin
rmax � r

rmax � rmin
if rmin < r e rmax

0 else

8>>><
>>>: ð4Þ

where rmin and rmax are group-specific cutoff distances found
by analysis of hydrogen-bond distances found in X-ray protein
structures.
The generic maximal intrinsic interaction energy, cHB, was set

to 0.85 for all interactions involving ligand groups. However, to
achieve consistency with PROPKA3.0, strong, buried interac-
tions between histidine residues and ligand carboxylic groups are
assigned an initial interaction energy, cHB, of 1.6 pKa units
similarly to interactions between Asp/Glu and His residues.5,7

Because of the relatively limited amount of structures contain-
ing hydrogen-bond interactions between protein and specific
ligand groups, cutoff distances for ligand groups have been set by
extrapolating the existing parameters in PROPKA3.0 for protein
groups. Interaction distance cutoffs are set to the values of similar
protein residue groups, confer Table 3; for example, the distance
parameters of guanidinium and amidinium groups are set to the
values of the arginine residue. In those cases where no equivalent
protein group exists, the default distance parameters of cmin =
3.0 Å and cmax = 4.0 Å were applied.
2.2.2. Coulombic Interactions. The contribution to the pKa

value of group i due to the Coulombic interaction between
groups i and j is calculated as7

ΔpKQQ
a, i ¼ σij

244
εrij

wðrijÞ ð5Þ

where 244 is the coefficient of Coulomb’s law converted into pKa

units, w(rij) is a weight function, and rij is the distance between
groups i and j. The dielectric constant, ε, is in this context a
function of the degree of solvent exposure as explained in detail
in ref 7. A unit step function, σij, is determining the sign of
the contribution to the pKa value of group i. The unit step
function for the Coulombic interaction between groups i and j is
defined as

σij ¼

�1 if i is acid and j is base or

i and j are bases and pKa, i < pKa, j

þ1 if i is base and j is acid or
i and j are acids and pKa, i > pKa, j

0 otherwise

8>>>>>>><
>>>>>>>:

ð6Þ

In some cases, the contribution of Coulombic interactions to the
pKa value depends on the total pKa values of the interacting
groups. An iterative approach is taken to resolve the total pKa

values in these cases. Table S.2 in the Supporting Information
lists the interaction type (normal or iterative) for each possible
interaction.
2.3. Protonation Scheme.Anew generic protonation scheme

has been implemented. The protonation scheme involves four
steps. (i) Formal charges are set. For protein atoms, ARG-NH1,
HIS-ND1, LYS-NZ, and the N-terminus are given a positive
charge. For ASP-OD2, GLU-OE2, and the C-terminus, a nega-
tive charge is given. For heterogeneous atoms, charges are
assigned on the basis of Sybyl atom types. Atoms assigned the
Sybyl types N.pl3, N.3, N.4, and N.ar are given a positive charge,
and one of the atoms in carboxyl groups (both oxygen atoms are
assigned the Sybyl type O.co2) is given a negative charge. These
charges are only used internally in the protonation algorithm and
not in the pKa calculation. (ii) The number of protons that
should be added to each atom is set on the basis of the number
of valence electrons, the number of bonds, the number of
π-electrons in double and triple bonds, and the formal charge.
(iii) The steric number and number of lone pairs are set for each
atom. (iv) Protons are added on the basis of the assigned steric
numbers using either trigonal or tetrahedral geometrical con-
siderations. Only ligand molecules and protein groups included
in the pKa calculation are protonated by default.
2.4. Coupling Effects. Two types of coupling effects, covalent

and noncovalent, are modeled in PROPKA3.1. The coupling
effects are described in the following subsections anddemonstrated
using specific examples on structures includingHIVprotease, ATP,
and a pyrazine derivative in the Results and Discussion.
2.4.1. Noncovalent Coupling. Titratable groups that are

proximate in the protein 3D structure can titrate in a coupled
fashion. This phenomenon can manifest itself in macroscopic
titration curves that do not conform to the standard Henderson�
Hasselbalch shape. Microscopically, the titration of two non-
covalently coupled acidic groups can occur with either of the two
groups titrating first and the other group titrating at an elevated
pH value. PROPKA3.1 identifies noncovalently coupled groups
and models their titrational behavior. For a pair of noncovalently
coupled titratable groups, PROPKA3.1 models both orders of
titration by assigning the shift in pKa value due to the interaction
between the groups to either of the two groups.
The criteria listed in Table 4 must all be fulfilled before two

groups are treated as being noncovalently coupled in PROP-
KA3.1. The difference of the intrinsic pKa values of the two
groups,ΔpKa,max

int , must not be higher than 2.0 pKa units to ensure

Table 3. Distance Parameters for Calculation on Intrinsic
Electrostatic Interactions for Ligand Groups That Were Set
On the Basis of Parameters of Equivalent Protein Groupsa

chemical name group ID similar protein group

guanidinium CG arginine guanidinium

amidinium C2N arginine guanidinium

ammonium N30 lysine/N-terminus nitrogen

sp3 primary nitrogen N31 lysine/N-terminus nitrogen

sp3 secondary nitrogen N32 lysine/N-terminus nitrogen

sp3 tertiary nitrogen N33 lysine/N-terminus nitrogen

aromatic nitrogen NAR histidine imidazole nitrogen

carboxyl OCO aspartic/glutamic acid carboxyl

phosphate OP

thiol SH cystine thiol

hydroxyl OH threonine/serine hydroxyl

trigonal planar NH2 NP1

sp3 oxygen 03

chlorine CL

flourine F

amide nitrogen NAM asparagine/glutamine amide nitrogen

sp nitrogen Nl

sp2 oxygen 02
aTable S.1 in the Supporting Information contains a list of all ligand
intrinsic electrostatic interaction distance parameters. Interactions be-
tween ligand groups are allowed if the interacting ligand groups are
separated by at least four chemical bonds.
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that the groups titrate at similar pH values. The intrinsic pKa is
defined as the theoretical pKa value a titratable group would have
in the protein environment if no electrostatic interactions with
other titratable groups were present.18 The interaction energy,
Emin, between the two interacting groups must correspond to at
least 0.5 pKa units, and the difference in free energy between the
two possible protonation states,ΔGmax, must not be greater than
1.0 pKa units. The shift in pKa value when swapping to the
alternative protonation state, ΔpKa,min, must be greater than
1.0 pKa unit. Only titratable groups with pKa values between
0.0 and 10.0 are considered.
2.4.2. Covalent Coupling. We define the covalent coupling

effect as the titration of one group that is significantly influencing
the probability of titration of another group proximate in the
chemical structure. Two examples of such systems of covalently
coupled groups are given in Figure 2. It is the interactions with
the environment that determines which of the groups in a
covalently coupled system of groups that will titrate. We model
covalent coupling effects with a simple scheme that hinders the
titration of groups for which titration has been rendered unlikely
by a covalently coupled group. The groups for which titration has
been penalized are restricted to the neutral form.
Ligand titratable groups are as default assumed to be cova-

lently coupled if they are separated by no more than three
chemical bonds and assigned the same Sybyl atom type. How-
ever, the user is free to define systems of covalently coupled
titratable groups.
An initial pKa calculation is done including all groups in the

molecular structure. Next, for each system of covalently coupled
groups, the groups that are to be penalized are found. For bases,
the group with the highest predicted pKa (the most stable group
in the charged form) will be the first one to adopt a proton as pH

is lowered, and this group is allowed to titrate. The remaining
groups in the system are penalized so that they are restricted to
the neutral form and not allowed to titrate. For acids, the group
with the highest pKa value (the least stable group in the charged
form) will be the last group to lose the proton as pH is raised and
will be penalized so that it is restricted to the neutral form and not
allowed to titrate. The remaining groups in the system are allowed to
titrate. Finally, a new pKa calculation is performed disregarding the
penalized groups in each covalently coupled system.
In some cases where the charge is distributed between more

than one titratable atom (see the below example of amino-
chloro-pyrazine in complex with cell division protein kinase 2), a
common charge center can be set. The common charge center,
rccc, is defined as the average of the positions of the covalently
coupled groups:

rccc ¼ n�1 ∑
n

i¼ 1
ri ð7Þ

where n in the number of covalently coupled groups in the
system, and ri is the position of group i.
2.5. Prediction of Ligand Model pKa Values. For the

calculations of protonation state change on protein�ligand
binding, experimental and previously calculated ligand model
pKa values were used.

5 The Schr€odinger program Epik,20 which
is part of the Schr€odinger Software Suite, was used for the
prediction of ligand model pKa values for the covalently coupling
examples presented in the Results and Discussion.
2.6. Calculation of Protonation State Changes. The overall

protonation change, n, is calculated as described in ref 5:

n ¼ ∑
N

i
ni n ¼ ∑

N

i

10pK
c
a, i � pH

1þ 10pK
c
a, i � pH � 10pK

f
a, i � pH

1þ 10pK
f
a, i � pH

 !
ð8Þ

whereN is a set containing all titratable groups in the system, and
pKa,i

c and pKa,i
f represent pKa values of titratable group i in the

complexed and free forms of the protein and the ligandmolecule,
respectively.
2.7. Protein Structures. A list of the structures from the

Protein Data Bank21 used in this study is presented in the
Supporting Information in Table S.3.
In the plasmepsin II (PDB id: 1pfz and 1sme) and cathepsin D

(1lyw and 1lyb) structures, the N-terminus undergoes a large
displacement between the apo and holo structures. This move-
ment can be attributed to the autocatalytic behavior of aspartic
acids. To limit the effect of the N-terminus movement on the
calculation results, we adopt the procedure of Alexov22 and
remove the N-terminus section from these structures. Further-
more, a flap region (residues 76�80) in the plasmepsin II holo
structure was not resolved, and the corresponding region in the
apo structure (1sme) was removed. All structures where repaired
using the corall method of WHAT IF.23

Reduced cysteine bridges were manually reconstructed in
the PROPKA3.1 input files for the complexes trypsin�1bMe
(Cys173�Cys197 andCys25�Cys41) and trypsin�1c (Cys173�
Cys197). Ligand model pKa values were set in accordance with
experimentally determined values.24

3. RESULTS AND DISCUSSION

In the following sections, we will demonstrate the implemen-
ted covalent and noncovalent coupling algorithms with pKa

calculations on HIV protease, a pyrazine derivative, and ATP.

Table 4. Criteria for Detection of Noncovalently Coupled
Groups

name symbol value [pH units]

max difference in intrinsic pKa ΔpKa,max
int 2.0

min interaction energy Emin 0.5

max free energy difference ΔGmax 1.0

min pKa shift on swap ΔpKa,min 1.0

min pKa pKa,min 0.0

max pKa pKa,max 10.0

Figure 2. Examples of covalently coupled groups. Left panel: Phosphate
group containing two oxygen atoms of which one can titrate and the
other is double bonded to the phosphorus atom. Right panel: Pyrazine
ring containing two nitrogen atoms for which titration of one nitrogen
atom will significantly lower the pKa value of the other nitrogen atom.
Prepared using MarvinSketch.19
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3.1. Noncovalent Coupling: HIV Protease. PROPKA3.1
detects the catalytic active aspartic acids in HIV protease at
position 25 in chains A and B to be noncovalently coupled.
Figure 3 is a representation of HIV protease in complex with the
KNI-272 inhibitor (1hpx) where the side-chain interactions
predicted by PROPKA are represented as dotted lines. PROPKA
predicts Asp25A to have side-chain interactions with Asp25B and
the two oxygen atoms (O2 and O4) in the allophenylnorstatine
fragment of the inhibitor. These side-chain interactions contri-
bute with �0.85 (O2), �0.85 (O4), and �0.84 (Asp25B) pKa

units to the total pKa value of Asp25A. For the pKa value of
Asp25B, O2 contributes �0.85 pKa units, whereas Asp25A
contributes with þ0.84 pKa units. This gives rise to the total
pKa values of 5.07 (Asp25A) and 9.28 (Asp25B). However, the
two aspartic residues are identified as being coupled, indicating
the existence of an alternative protonation state. If the contribu-
tions to the pKa values due to the interactions between the
aspartic acids are swapped, the alternative total pKa values of 8.64
(Asp25A) and 5.70 (Asp25B) are found.
Experimental results show that the pKa value of one of the

catalytic active aspartic acids is 6.6 when in complex with KNI-
272.27 As the dyad is found to be monoprotonated, the experi-
mental value should be compared to the highest of the predicted
pKa values. While these values (9.28 or 8.64) are somewhat
higher than the experimental value, the PROPKA2.0 value
of 10.28 has a greater discrepancy. The pKa calculation on
HIV protease complexed with KNI-272 is discussed in more
detail later.
3.2. Covalent Coupling: Aromatic Nitrogen Atoms in a

Pyrazine Derivative. For some chemical compounds, the titra-
tion of individual titratable sites is far from independent. Pyrazine
rings, for example, contain two potentially titratable nitrogen
atoms. However, once one of the nitrogen atoms has adopted a
hydrogen atom, the probability of the other nitrogen atom adopting
a hydrogen atom is significantly reduced. For the pyrazine

molecule, pKa values of the first and second protonation have
been observed to be pKa (1) 0.65 and pKa (2)�6.6.28 To model
such compounds in PROPKA3.1, we must take these covalent
couplings into account.
To illustrate this principle, we will investigate cyclin-depen-

dent kinase 2 (CDK2) in complex with amino-chloro-pyrazine
(1wcc29). A schematic overview of the protonation states of
amino-chloropyrazine is given in Figure 4.

Figure 3. HIV protease complexed with the inhibitor KNI-272 (1hpx).
The catalytic active aspartic acids at position 25 in the A and B chains and
the ligand molecule are represented as sticks. Side-chain interactions for
catalytic active aspartic acids are indicated with dotted lines. Prepared
using VMD25 with the PROPKA GUI plugin.26

Figure 4. Modeled protonation states of 2-amino-6-chloro-pyrazine.

Table 5. Resulting pKa Values for the Aromatic Nitrogen
Atoms in 2-Amino-6-chloro-pyrazinea

predicted pKa values model pKa values

calculation N4 N8 N4 N8 CCC

A 1.91 0.44 5.00 5.00 no

B �0.98 �4.99 2.09 �0.43 no

C �0.78 �4.76 2.09 �0.43 yes
aCalculation A, the PROPKA default model pKa value of 5.00; calcula-
tion B, custom ligand model pKa values; calculation C, custom model
pKa values and common charge center (CCC) approach.

Figure 5. Modeled interactions between 2-amino-6-chloro-pyrazine
and CDK2. Prepared using the PROPKA GUI plugin for VMD.



2290 dx.doi.org/10.1021/ct200133y |J. Chem. Theory Comput. 2011, 7, 2284–2295

Journal of Chemical Theory and Computation ARTICLE

Three calculations on the complex betweenCDK2 and amino-
chloro-pyrazine have been done; see Table 5. In calculation A,
the PROPKA default ligand model pKa value of 5.00 for aromatic
nitrogen atoms is applied. In calculation B, custom ligand model
pKa values of 2.09 (N4) and �0.43 (N8) calculated with
Schr€odinger’s Epik program were utilized. Finally, in calculation
C, the custom Epik ligand model pKa values utilized and
electrostatic interactions were calculated using the common
charge center approach; see Materials and Methods. For both
aromatic nitrogen atoms, the predicted pKa value is significantly
lowered due to large desolvation contributions (�2.51 pKa units
for N8 and �3.41 pKa units for N4 in calculations A and B, and
�2.84 pKa units for both nitrogen atoms in calculation C). A
protonation of the N8 nitrogen would result in unfavorable
interactions with the proximate Lys33; see Figure 5. The lysine
residue therefore contributes with a side-chain interaction con-
tribution of �0.36 pKa units in all calculations and a Coulombic
interaction contribution of �1.56 pKa units (calculations A and
B) or�0.99 pKa units (calculation C) to the predicted pKa value
of N8. The pKa value ofN4 is, on the other hand, increased due to
interactions with the backbone carbonyl of Glu81 (0.24 pKa

units) and Leu83 (0.86 pKa units). Hence, in all three calcula-
tions, N8 has the lowest pKa value and is excluded from the final
calculation.
PROPKA2.0 applied to the same structure wrongly predicts

that both aromatic nitrogen atoms titrate at similar pH values.
The pKa values are predicted to be 0.99 (N4) and 0.76 (N8).
3.2.1. ATP. A more complicated example is adenosine-50-

triphosphate (ATP), which with its three phosphate groups
urges for careful considerations during the setup of a PROPKA
calculation. Each of the phosphate groups contain two or three
oxygen atoms that could potentially adopt a proton. However,
only four of the total of seven phosphate oxygen atoms can titrate
as the remaining three phosphate oxygen atoms have double
bonds to a phosphorus atom. The challenge is therefore to
determine which of the phosphate oxygen atoms should be
allowed to titrate.
The new algorithm for treatment of covalently coupled

titratable groups allows the users to let PROPKA3.1 make this
decision. The oxygen atoms in each phosphate group are set up
to be covalently coupled as shown in the left panel in Figure 6.
The ability of titration is hence removed for one oxygen atom in
each of the phosphate groups.
Applying this approach to ATP complexed with phos-

phoenolpyruvate carboxykinase (1aq2,30 Figure 6, right panel)

identifies the double-bonded, nontitratable phosphate oxygen
atoms as O3Gwith the potential pKa value�11.66 (as compared
to O1G,�12.92 and O2G,�12.82), O2B with pKa value�4.30
(as compared to O1B,�5.31), and O1A with pKa value 1.69 (as
compared to O2A, 0.57); confer the left panel of Figure 6.
The potential pKa values for the oxygen atoms that are

restricted to the neutral state are consistently around one pKa

unit higher than the pKa values of the oxygen atoms that are
found to titrate. This difference in pKa value is relatively small,
and the choice of nontitratable oxygen atoms can seem some-
what ambiguous. We do, however, not consider this ambiguity
important. Instead, it is important to note that PROPKA auto-
matically has assigned the double bonds to the oxygen atoms for
which it is predicted to be most energetically favorable for the
entire system. Additionally, the ambiguity stemming from a user-
defined setup of the ATP molecule is removed.
3.3. Protonation State Changes on Complexation. The

following sections describe the results using PROPKA3.1 on
calculations originally done with PROPKA2.0. For more in-depth
information on the experimental results, etc., please consult ref 5.
3.3.1. Trypsin and Thrombin. Table 6 contains the results for

calculations of protonation state changes done on serine protease
trypsin complexed with a set of related inhibitors derived
from NR-(2-naphthylsulphonyl)-L-3-amidino-phenylalanine and
thrombin complexedwith four inhibitors. Klebe and co-workers24,31

have measured protonation state changes and calculated pKa

changes using the PEOE_PB scheme for these complexes. Also
included for comparison are the calculations originally done with
PROPKA2.0.
For the binding of the ligand 1b to trypsin, an overall

protonation state change of 0.66 was calculated in accordance
with the experimental value of 0.90. This is an improvement as
compared to the calculated value by PROPKA2.0 of 0.09. The
majority of the overall calculated protonation state change has its
origin in a pKa shift of His57 from 7.47 in the apo form to 9.35 in
the holo form. The shift in pKa value stems from interactions
between the ligand carboxyl group and His57. While the
increased desolvation contribution gives rise to a negative
contribution to the pKa shift of His57 (�2.69 in the holo form
as compared to �1.82 in the apo form), the desolvation con-
tribution also activates the COO-HIS exception (confer Materi-
als and Methods) for both Asp102 and the ligand carboxyl giving
a contribution of 1.60 for each carboxyl group. For trypsin
complexed with the ligands 1bMe, 1c, and 1cMe, negligible
overall protonation state changes were predicted in accordance

Figure 6. ATP. Left panel: Structure of ATP with covalently coupled groups marked by boxes. Prepared using MarvinSketch. Right panel: ATP in the
binding site of phosphoenolpyruvate carboxykinase. Residues with strong interactions with the ATP phosphate groups are represented as sticks. The
magnesium and manganese ions are represented as spheres. Prepared using the PROPKA GUI plugin for VMD.
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with experimental results. For the ligand 1d, the calculated value
of �0.54 corresponds very well to the experimental value of
�0.53. Similarly, the calculated values for trypsin�2 (0.71) and
thrombin�2 (0.61) correspond well with the experimental
values of 0.93 and 0.88, respectively. For thrombin�2, a clear
improvement to the value calculated using PROPKA2.0 of 0.34 is
observed.
In summary, an improvement in the predictions of PROP-

KA3.1 as compared to the predictions of PROPKA2.0 was
observed for trypsin�1b and thrombin�2. The remaining
results were similar to those obtained with PROPKA2.0. The
overall rms deviations between experimental protonation state
changes on complexation and calculated values were 0.18 for
PROPKA3.1 and 0.29 for PROPKA2.0.
3.3.2. Proteins Complexed with Pepstatin. The protonation

state change on ligand binding for three proteins (plasmepsin II,
cathepsin, and endiothiapepsin) complexed with pepstatin is
calculated and compared to experimental data and PROPKA2.0
results, cf., Table 7.
For plasmepsin II (1pfz) complexed with pepstatin (1sme),

PROPKA3.1 predicts the overall protonation state change on
ligand binding to be 2.67. This value is higher than the PROP-
KA2.0 value of 1.50 but still in accord with the experimental value
of 1.7. Themain predicted contributions to the overall protonation
state change stem fromAsp303 (1.00), Asp214 (0.99), andHis318
(0.54).While the pKa shifts of Asp303 andAsp12 can be attributed
to increased desolvation on ligand binding and to conformational
changes, the pKa shift of His318, which is distant from the active
site, stems from an interaction with Asp190 found in the holo
structure but not in the apo structure. His164 was found to give a
small contribution (�0.20) in the opposite direction of what
would be expected from the experimental pKa values.

Figure 7 shows predicted protonation state changes for the
complexation of plasmepsin II with pepstatin at various pH values.
While the prediction has a clear discrepancywith the experimental
values, it is comparable to previously calculated results.5,22

For cathepsin (1lyw) complexed with pepstatin (1lyb), the
overall protonation state change is predicted to be 2.39, which is
in good agreement with the experimental value of 2.9 and very
close to the PROPKA2.0 value of 2.49. The main contributions
stem from Asp323 (0.92) and His56 (0.68). The pKa shift of
Asp323 is caused by an increased desolvation due to the binding
of pepstatin, whereas the pKa shift of His56 is due to conforma-
tional changes more distant from the active site.
For endiothiapepsin (4ape) complexed with pepstatin (4er2),

only a small protonation state change is predicted (0.08),
whereas the PROPKA2.0 value is 0.77 and the experimental
value is 1.06. The original PROPKA2.0 calculation found the pKa

value of Asp30 to be shifted from 6.69 to 7.21 (corresponding to
a protonation state change of 0.29) and the pKa value of Asp12 to
be shifted from 5.55 to 9.26 (corresponding to a protonation
state change of 0.96) during complexation at pH 7.0. These shifts
were mainly due to desolvation effects and not reproduced in
PROPKA3.1, which has an improved desolvation model.
To summarize, the main result of this subsection is that the

overall protonation state values predicted by PROPKA3.1 are
similar to the PROPKA2.0 values for cathepsin, but worse for
plasmepsin II and endiothiapepsin.
3.3.3. HIV Protease. For HIV protease complexed with pep-

statin (5hvp), the pKa values of the catalytic dyad consisting of
Asp25A and Asp25B are predicted to be 10.16 and 5.73,
respectively. This is partly in accord with experimental findings
where one of the aspartic acids has a pKa value less than 2.5 and
the other has a pKa value greater than 6.5 as measured with

Table 6. Experimental and Calculated Total Changes in Protonation State on Complexation for the Trypsin and Thrombin
Complexes Studieda

PROPKA n (pKa) complexed pKa uncomplexed

name nexp 3.1 2.0 His57 ligCOO ligAMINO His57 ligCOO ligAMINO

Trypsin

1b (1kli24) 0.90 0.66 0.09 0.65(9.35) 0.00 (0.99) n/a 7.47 3.21 n/a

1bMe 0.00 0.12 0.06 0.06(7.57) n/a n/a 7.45 n/a n/a

1c 0.00 �0.05 0.15 �0.01 (7.49) 0.00 (4.19) n/a 7.50 4.17 n/a

1cMe (1klj24) 0.00 �0.30 �0.24 �0.21(6.85) n/a n/a 7.46 n/a n/a

1d (1kll24) �0.53 �0.54 �0.55 �0.24(6.32) n/a �0.26(6.65) 7.37 n/a 7.49

1dAc (1klm24) 0.00 �0.22 �0.23 �0.18(6.89) n/a n/a 7.42 n/a n/a

2 0.93 0.71 0.69 0.68(9.39) 0.00 (1.30) n/a 7.43 3.40 n/a

3 (1kln24) 0.00 0.00 �0.05 �0.09 (7.18) 0.00(3.14) n/a 7.39 3.84 n/a

4 (1klo24) 0.00 0.21 0.03 �0.16(6.93) 0.00(0.94) 0.28(7.99) 7.38 2.65 7.48

5 (1klp24) 0.00 0.22 0.07 �0.12(7.15) 0.00(1.09) 0.27(8.56) 7.43 2.51 7.95

Thrombin

2 0.88 0.61 0.34 0.80(9.22) 0.00 (�0.90) n/a 7.08 3.40 n/a

3 (1ypk32) 0.00 �0.15 �0.01 �0.13(5.92) 0.00 (1.65) n/a 7.01 3.84 n/a

4 (1k2124) 0.00 0.12 �0.07 �0.15(6.46) 0.00(0.75) 0.27(7.96) 7.18 2.65 7.48

5 (1k2224) 0.00 �0.08 0.04 �0.15(6.37) 0.00 (0.61) 0.20(8.36) 7.15 2.51 7.95

rmsd 0.18 0.29
a ForHis57 and ligand carboxyl (ligCOO) and amino (ligAMINO) groups (where applicable), pKa values in the complexed and uncomplexed structures
are listed along with contributions to the change in protonation state on complexation.
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NMR.48 PROPKA3.1 correctly predicts that Asp25A and Asp25B
are noncovalently coupled and alternative pKa values (by swapping
the interaction between the two aspartic residues) are 5.81 and
10.08 forAsp25A andAsp25B, respectively. In the apo form, the pKa

values of Asp25A and Asp25B are predicted to be 4.78 and 9.56,
respectively. Utilization of two alternative structures (1hhp and
3hvp) to describe the apo structure lowers the higher pKa value in
the catalytic dyad, making the pKa shift on pepstatin binding larger.

Table 7. Experimental (Where Available) and Calculated Protonation State Changes for Other Protein�Ligand Complexes
Studieda

name nexp (PROPKA3.1; 2.0) experimental pKa (PROPKA3.1) for selected residues

Asp34A/Asp214A Asp34A/Asp214A His164A Asp303A
plasmepsin II (1pfz33) 4.7 (4.90/3.67) 4.7 (4.90/3.67) 6.0 (6.45) (3.69)

þ pepstatin (1sme34) 1.7b (2.67; 1.50) 3.0 (4.73/8.77) 6.5 (4.73/8.77) 7.5 (6.06) (9.14)

Asp33A/Asp231B His77A Glu260B Asp323B

cathepsin D (1lyw35) <6.5 (4.66/7.51) <6.5 (6.80) <6.5 (4.58) (5.34)

þ pepstatin (1lyb36) 2.9b (2.39; 2.49) >6.5 (4.42/8.98) >6.5 (6.76) >6.5 (5.87) (8.42)

Asp32A/Asp215A Aspl2A Asp30A

endiothiapepsin (4ape37) (9.23/4.42) (6.70) (8.07)

þ pepstatin (4er237) 1.06 (0.08; 0.77) >7.0 (9.33/4.54) (7.23) (8.35)

Asp25A/Asp25B Asp30A/Asp30B His69A/His69B

HIV protease (5hvp38) (4.78/9.56) (5.10/3.92) (6.96/6.25)

þ pepstatin (5hvp) NMR <2.5/>6.5 (10.16/5.73) (5.40/3.52) (6.96/6.25)

HIV protease (1hhp39) (5.32/7.19) (4.38/4.38) (7.23/7.23)

þ pepstatin (5hvp) NMR <2.5/>6.5 (10.16/5.73) (5.40/3.52) (6.96/6.25)

HIV protease (3hvp40) (7.60/4.79) (4.78/4.78) (6.83/6.83)

þ pepstatin (5hvp) NMR <2.5/>6.5 (10.16/5.73) (5.40/3.52) (6.96/6.25)

HIV protease (1hpx41) 6.0 (8.89/5.17) 4.8 (4.42/4.63) 4.8

þ KNI-272 (1hpx) �0.23c (0.01; 0.18) 6.6 (5.07/9.28) 3.88/3.78 (4.62/4.91) 2.9 (4.40)

HIV protease (1hhp) 6.0 (5.32/7.19) 4.8 (4.38/4.38) 4.8

þ KNI-272 (1hpx) �0.23c (0.04; 1.27) 6.6 (5.07/9.28) 3.88/3.78 (4.62/4.91) 2.9 (4.40)

HIV protease (3hvp) 6.0 (7.60/4.79) 4.8 (4.78/4.78) 4.8

þ KNI-272 (1hpx) �0.23c (�0.24; 0.97) 6.6 (5.07/9.28) 3.88/3.78 (4.62/4.91) 2.9 (4.40)

HIV protease (1qbs42) 6.0 (8.21/6.00) (4.82/4.82)

þ DMP-323 (1qbs) NMR 8.19 (5.88/8.52) 3.99 (5.07/5.09)

HIV protease (1hhp) 6.0 (5.32/7.19) (4.38/4.38)

þ DMP-323 (1qbs) NMR 8.19 (5.88/8.52) 3.99 (5.07/5.09)

HIV protease (3hvp) 6.0 (7.60/4.79) (4.78/4.78)

þ DMP-323 (1qbs) NMR 8.19 (5.88/8.52) 3.99 (5.07/5.09)

His57F/His57I

chymotrypsin (7gch43) 7.5 (7.33/7.33)

þ N-acetyl-L-Leu-DL-Phe-CF3 (7gch) NMR 12.0 (8.07/8.07)

chymotrypsin (6gch43) 7.5 (7.54/7.48)

þ N-acetyl-DL-Phe-CF3 (6gch) NMR 10.8 (9.46/9.41)

Glu172A

xylanase (1bvv44) 6.7 (7.52)

þ 2FXb (1bvv) NMR 4.2 (6.80)

Asp35A/Glu172A

xylanase N35D (1c5i45) 3.7/8.4(5.58/11.45)

þ 2FXb (1c5i) NMR 1.9�3.4 or >9.0 (10.83/5.70)

His235A

hydroxynitrile lyase (2yas46) 2.5 (6.72)

þ thiocyanate (2yas) NMR 8.0 (8.30)

Asp27B methotrexate N1

DHFR (4dfr47) 6.6 (5.82) 5.7

þ methotrexate (4dfr) NMR (�0.76) 10.7 (5.97)

DHFR (4dfr) 6.6 (5.82) 4.4

þ methotrexate (4dfr) NMR (�0.76) 10.7 (4.67)
aUnless otherwise stated, pH is 7.0. b pH is 6.5. c pH is 5.0. Experimental and calculated pKa values are listed for selected residues.
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For HIV-1 protease complexed with the inhibitor KNI-272
(1hpx), experimental results show that the pKa value of one of the
catalytic active aspartic acids changes from 6.0 in the apo form to
6.6 when in complex with KNI-272.27 As the dyad is found to be
monoprotonated both before and after complexation, we must
compare these experimental values to the highest of the pre-
dicted pKa values for the dyad, which are 8.89 (apo) and 9.28
(holo). While these predictions are higher than the experimental
value, they are an improvement as compared to the PROPKA2.0
values of 9.26 (apo) and 10.28 (holo). The catalytic dyad is
predicted to be noncovalently coupled; see Noncovalently
Coupling: HIV Protease. The pKa value of the isoquinoline
nitrogen on KNI-272 has been observed to shift from 4.8 to 2.9
during complexation. Using the experimental model pKa value of
4.8, PROPKA3.1 predicts the pKa value after complexation to be
4.40. This is comparable to the PROPKA2.0 value of 4.52.
The overall protonation state change was predicted to be 0.01,

0.04, and�0.24 when the apo structure was represented by 1hpx
(KNI-272 removed), 1hhp, and 3hvp, respectively. These values
agree well with the experimental value of�0.23. For comparison,
the values predicted with PROPKA2.0 were 0.18, 1.27, and 0.97,
respectively.
Experimental protonation state changes as a function of pH for

HIV protease complexed with the inhibitor KNI-272 are pre-
sented in Figure 8 along with calculated values. It is seen that
calculations done with 1hpx representing the apo form under-
estimate the protonation state changes due to pepstatin binding,
whereas better accordance with experimental results is achieved
for calculations where the apo form is represented by the
structure with the PDB id 3hvp.
For HIV protease complexed with DMP-323 (1qbs), the pKa

values of the catalytic dyad are predicted to be 5.88 and 8.52. This
is in accord with the experimental result that the dyad has a pKa

value of 8.19.49 While the experimental finding that both aspartic
acids have a pKa value above 7.2 is not reproduced, there is a
better agreement than for the PROPKA2.0 values of 3.26
and 8.56.
In summary, a better agreement with the experimental overall

protonation state change for the complexation of HIV protease
with KNI-272 was achieved with PROPKA3.1 as compared to
the previously reported PROPKA2.0 values. Furthermore, an

improvement in the predicted pKa values of the catalytic dyad
was observed for HIV protease complexed with KNI-272 and
DMP-323.
3.3.4. Ligands Covalently Bound to the Protein Receptor.We

have applied PROPKA3.1 to chymotrypsin covalently bound,
via its Ser195 residue, to two peptidyl trifluoromethyl ketone
derived inhibitors. The oxygen in the ligand hemiketal adduct,
formed during complexation from the ligand ketone and the
serine hydroxyl, is negatively charged. For chymotrypsin, His57
undergoes a shift from 7.54 (chain F)/7.48 (chain I) to 9.46
(chain F)/9.41 (chain I) during complexation with the NAc�
Phe�CF3 inhibitor (6gch). This is in accordance with the
experimental shift from 7.5 to 10.8. For the NAc�Leu�
Phe�CF3 inhibitor, the shift is predicted to be smaller (7.33/
7.33 to 8.07/8.07 for chains F/I) in contrast to the experimental
shift (7.5 to 12.0) but in agreement with the PROPKA2.0 shift
(6.94 to 8.90).
For the covalent complexation of xylanase (1bvv) via its Glu78

with 2-deoxy-2-fluoro-β-xylobioside (2FXb), a pKa shift of
Glu172 from 7.52 to 6.80 was predicted. While smaller than
the experimental shift (6.7 to 4.2), it is in agreement with the
PROPKA2.0 shift (7.45 to 6.64). Using the xylanase Asn35Asp
mutant structure (1c5i), the pKa shift of the Asp35/Glu172 dyad
is predicted to be from 5.58/11.45 to 10.83/5.70. The Asp35/
Glu172 dyad is correctly detected as being noncovalently
coupled.
3.3.5. Ligands Containing Thiol Groups. The pKa value of

His235 of hydroxynitrile lyase has been found to shift from 2.5 to
∼8 during binding of thiocyanate.50 The PROPKA3.1 predic-
tions of the pKa value of His235 of 8.30 (holo form) and 6.72
(apo form) capture the direction of the shift and the experimental
pKa value in the holo form; however, the pKa of the apo form is
significantly higher than the experimental value. The nitrile
group elevates the pKa value of His235 by 0.41 pKa units due
to an intrinsic electrostatic interaction, and the thiol group
elevates the pKa value of His235 by 0.26 pKa unit (intrinsic
electrostatic interaction) and 1.05 pKa units (Coulombic
interaction).
3.3.6. Dihydrofolate Reductase. We apply PROPKA3.1 to

dihydrofolate reductase complexed with methotrexate. NMR
experiments have shown that that the aromatic N1 nitrogen of

Figure 7. Protonation state change as a function of pH for complexa-
tion of plasmepsin II with pepstatin. Predictions were done solely on the
basis of the plasmepsin II�pepstatin complex structure (1sme) as well as
in combination with the plasmepsin II apo structure (1pfz).

Figure 8. Protonation state change for HIV protease on complexation
with the inhibitor KNI-272 as a function of pH. The predictions were
done solely on the basis of the structure of the HIV protease�KNI-272
complex (1hpx) as well as in combination with HIV protease apo
structures (1hhp and 3hvp).
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methotrexate is protonated in the complex up to pH values in
excess of 10.51�54 In the complex, the N1 nitrogen forms a salt
bridge with the deprotonated aspartic acid Asp27. PROPKA3.1
predicts the pKa value of Asp27 to be 5.82 (experimental
value 6.6) in the apo form and �0.76 in holo form. The pKa

value of the N1 nitrogen is predicted to shift from 5.7 to 5.97
during complexation. PROPKA3.1 does therefore not capture a
large shift observed experimentally. PROPKA2.0 predicted the
pKa value of the N1 nitrogen in the holo form to be 6.89. Setting
the model pKa value of the N1 nitrogen to a calculated value of
4.4 does not significantly change the predicted shift in pKa value.

4. CONCLUSION

In the preparation of PROPKA3.1, we have focused on
improving the treatment of ligand molecules and coupling
effects. It is our hope that the improvements will assist users in
PROPKA calculations on complicated systems. The implemen-
ted algorithm for noncovalent coupling will automatically detect
coupled groups and notify the user of the existence of alternative
pKa values. The implemented algorithm for covalent coupling
improves the PROPKA treatment of complicated ligand mol-
ecules where titrational events are strongly linked. Furthermore,
the algorithmwill remove some of the ambiguity that arises when
users manually set up complicated molecules for PROPKA
calculations.

We have tested new implementations on a set of ligand-
containing structures also used for the preparation of PROP-
KA2.0. Except for a few cases, the new algorithms in PROPKA3.1
were found to yield results similar to or better than those obtained
with PROPKA2.0. With the improved treatment of compli-
cated ligand molecules, pKa calculation on structures containing
DNA is now within reach, and this will be the goal of our
continued efforts.

The PROPKA3.1 code is available from http://propka.ki.ku.
dk.
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ABSTRACT:MM-GB/SA scoring and free energy perturbation (FEP) calculations have emerged as reliablemethodologies to understand
structural and energetic relationships to binding. In spite of successful applications to elucidate the structure�activity relationships for few
pairs of ligands, the reality is that the performance of FEP calculations has rarely been tested for more than a handful of compounds. In this
work, a series of 13 benzene sulfonamide inhibitors of carbonic anhydrase with binding free energies determined by isothermal titration
calorimetry was selected as a test case. R2 values of 0.70, 0.71, and 0.49 with the experiment were obtained with MM-GB/SA and FEP
simulations run with MCPROþ and Desmond, respectively. All methods work well, but the results obtained with Desmond are inferior to
MM-GB/SA and MCPROþ. The main contrast between the methods is the level of sampling, ranging from full to restricted flexibility to
single conformation for the complexes in Desmond, MCPROþ, andMM-GB/SA, respectively. The current and historical results obtained
with MM-GB/SA qualify this approach as a more attractive alternative for rank-ordering; it can achieve equivalent or superior predictive
accuracy and handlemore structurally dissimilar ligands at a fraction of the computational cost of the rigorous free-energymethods. As for the
large theoretical dynamic range for the binding energies, that seems to be a direct result of the degree of sampling in the simulations since
MCPROþ aswell asMM-GB/SAare plagued by this. Van’tHoff analysis for selected pairs of ligands suggests that thewider scoring spread is
not only affected by missing entropic contributions due to restricted sampling but also exaggerated enthalpic separation between the weak
and potent compounds caused by diminished shielding of electrostatic interactions, thermal effects, and protein relaxation/strain.

’ INTRODUCTION

Computational methodologies to understand structural and
energetic relationships to binding vary in speed and accuracy.
Molecular dynamics (MD) and Monte Carlo (MC) simulations
coupled with free-energy perturbation (FEP) or thermodynamic
integration (TI) calculations are considered the reference computa-
tional approaches when it comes to estimating relative binding affini-
ties.1�5 Although the FEP and TI equations are exact, the results are
plagued by (i) force fields that incompletely or incorrectly describe
the protein, the ligand, and their interactions; (ii) limited sampling of
the phase space; and (iii) challenges in accurately taking into account
changes in hydration.6�8 In spite of successful applications to eluci-
date the structure�activity relationships for a few pairs of ligands in a
congeneric series, the reality is that the performance of FEP and TI
calculations has rarely been tested for more than a handful of com-
pounds due to the high computational cost, with a few exceptions that
are noteworthy.9

The combination of molecular mechanics and the Poisson�
Boltzmann continuum solvation to compute binding free energies
was pioneered by Kollman and Kuhn.10 The encouraging results
obtained with this methodology inspired several authors to use
molecular-mechanics-based scoring functions with the generalized
Born model11 as the implicit solvent (MM-GB/SA) in the rescoring
of docking poses. When compared to docking scoring functions,
the MM-GB/SA procedure provides improved enrichment in the
virtual screening of databases and better correlation between calcu-
lated binding affinities and experimental data.12 The MM-GB/SA
rescoring method, however, performs poorly in some cases, suggest-
ing that success through its application may be system- and/or
protocol-dependent.13

We investigated the performance of our own flavor of MM-
GB/SA when rescoring docking poses of congeneric series for
the pharmaceutically relevant targets CDK2, Factor Xa, Thrombin,
and HIV-RT.14 The correlation with experimental results obtained
with the physics-based scoring was far superior to the one obtained
with the Glide XP scoring function.15 More recently, we addressed
the poor estimation of protein desolvation provided by the GB/SA
solvation model;16 replacing this term with the free energy asso-
ciated with displacing binding-site waters upon ligand binding
estimated by the WaterMap method,17 which treats the solvent
explicitly, provides superior results. However, the improvement is
modest over results obtained with the MM-GB/SA version that
excludes the protein GB/SA desolvation term. This is apparently
due to the high correlation between the free energy liberation of the
displaced solvent and the protein�ligand van der Waals interac-
tions, which in turn may be interpretable as estimates of the
hydrophobic effect and hydrophobic-like interactions, respectively.

The remarkable results obtained with MM-GB/SA14,16

warrant a head-to-head comparison with the more rigorous but
computationally intensive FEP and TI methodologies to address
whether the approximate free-energy method provides a more
attractive alternative for rank-ordering. Although the MM-GB/
SA approach handles more structurally dissimilar ligands and
provides results at a fraction of the computational cost than FEP
and TI, it is not clear if it can achieve equivalent predictive
accuracy. To accomplish that, a subset with 13 ligands of a series
of benzene sulfonamide (BSA) inhibitors of carbonic anhydrase
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with binding free energies determined by isothermal titration
calorimetry (ITC) was selected (Table 1).18 This subset is attractive
since the degree of similarity is ideal for the FEP and TI techniques;
it involves “walks” of typical one-heavy atom substituents around a
benzene ring. A negative aspect of this series is the narrow dynamic
range for the experimental binding free energies (Table 1).

In this work, relative binding free energies (ΔΔGbind) for the
BSA series were calculated by MM-GB/SA and FEP and
compared to the free energies obtained with ITC; the original
MM-GB/SA implementation14 and the implementation aug-
mented byWatermap16 were used. In addition, the large dynamic
range observed in the MM-GB/SA scoring compared to the
experimental range was revisited. To accomplish that, FEP
simulations with different degrees of sampling were performed
since this problem resides in the use of a single, relaxed structure
for the complex in MM-GB/SA.16 Finally, a computational Van’t
Hoff analysis was conducted for selected pairs of ligands to
further dissect the origin of the large dynamic range, e.g.,
enthalpic, entropic, or a combination of both.

’METHODS

System. The crystal structure between the human carbonic
anhydrase (hCAII) and the unsubstituted BSA analog was used
(PDB ID: 2WEJ; Figure 1).18 The starting structure was refined
through a series of restrained, partial minimizations using the
OPLS_2005 force field.19,20 A view of the binding site reveals that
the zinc ion (Zn2þ) is coordinated to three histidine residues and
the deprotonated nitrogen of the sulfonamide group. This group is
not particularly acidic, as shownby themeasured pKa’s inTable 1, so
the ITC ΔGbind values have to be corrected by the application of
eq 1. The second term represents the ionization penalty (IP) to
charge a molecule whose pKa value is greater than the pH of the

experiment, which was set to 7.5. This correction is necessary since
the simulations were carried out for the inhibitors in their depro-
tonated state.

cΔGbind ¼ ΔGbind � RT lnð1þ 10ðpKa � pHÞÞ ð1Þ

FEP Simulations. Figure 2 illustrates the thermodynamic
cycle used to calculate free energy changes.21 Since free energy
is a thermodynamic state function, eq 2 can be derived from the
cycle and used to calculate ΔΔGbind, where A and B are any two
analogs, ΔGbind is the absolute binding free energy, and ΔGw

(AfB) and ΔGp (AfB) are the free energies associated with
the transformation of A into B in water and in the solvated
complex, computed by the FEP method.

ΔΔGbind ¼ ΔGbindðBÞ �ΔGbindðAÞ
¼ ΔGpðA f BÞ �ΔGwðA f BÞ ð2Þ

FEP simulationswere performed for the compounds inTable 1
using the unsubsituted analog as the reference state. TheMC and

Table 1. Isothermal Titration Calorimetry (ITC)Data for the
Binding between the Human Carbonic Anhydrase (hCAII)
and a Series of Benzene Sulfonamide (BSA) Inhibitorsa

R ΔGbind
b pKa

b IPc cΔGbind
d

H �8.3 10.1 3.5 �11.8

2-F �8.8 9.6 2.9 �11.7

3-F �9.4 9.7 3.0 �12.4

4-F �8.4 10.0 3.4 �11.8

2-Cl �8.1 9.5 2.7 �10.8

3-Cl �8.5 9.5 2.7 �11.2

4-Cl �9.3 9.9 3.3 �12.6

2-CH3 �7.9 10.0 3.4 �11.3

3-CH3 �8.1 10.2 3.7 �11.8

4-CH3 �8.7 10.3 3.8 �12.5

2-NH2 �8.2 10.0 3.4 �11.6

3-NH2 �8.1 10.0 3.4 �11.5

4-NH2 �7.8 10.5 4.1 �11.9
a Energy values are in kcal/mol. bRef 18. c Ionization penaltyf IP = RT
ln(1 þ 10(pKa�pH)). d cΔGbind = ΔGbind � RT ln(1 þ 10(pKa�pH)).

Figure 1. The crystal structure between the human carbonic anhy-
drase (hCAII) and the unsubstituted benzene sulfonamide inhibitor
(PDB ID: 2WEJ).

Figure 2. Thermodynamic cycle used for the calculation of relative
binding free energies (ΔΔGbind). ΔGbind is the absolute binding free
energy.ΔGw andΔGp are the free energy changes for the transformation
of ligand A into B in water and in the solvated complex.
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MD sampling techniques as implemented in MCPROþ and
Desmond were used.22,23 No effort has been made to make the
two codes as comparable as possible; the recommended options for
each piece of software were used. The goal was to evaluate the
performance of each FEP method from a nonexpert user’s point of
view.However, it should be noted that the default settings have been
carefully determined by the experts in the field. These settings were
obtained with not only accuracy but also computational time in
mind, so that aΔΔGbind prediction between two compounds can be
provided within 1 to 2 days whenmulti-CPU processing is available.
The degrees of freedom for the protein backbone atoms were

not sampled in the MC simulations. The only protein degrees of
freedom allowed to vary during the simulation were the bond angles
and dihedral angles for the side chains of residues with any atom
within 10Å from the ligands.The ligands, however, are fullyflexible in
the MC simulations. In the MD simulations, all degrees of freedom
are sampled, except for the bonds that are formed by a heavy
atom and a hydrogen atom; those were constrained by the Shake
algorithm.24

Charge neutrality for the protein systems in MCPROþ was
imposed by assigning normal protonation states at physiological pH
to basic and acidic residues near the active site and making the
adjustments for neutrality to the most distant residues. The com-
plexes and the ligands in solution were solvated with a 22-Å-radius
water cap. A half-harmonic potential with a force constant of
1.5 kcal/mol 3Å

2 was applied to water molecules at distances greater
than 22 Å from the center of the system to discourage evaporation.
Residue-based nonbonded cutoffs of 10 Å were employed. In
Desmond, charge neutrality was achieved by the addition of a
minimal concentration of ions. The complexes and the ligands in
solution were placed in a cubic box using periodic boundary condi-
tions with buffer regions of 5 Å and 10 Å, respectively. Short-range
van der Waals (VDW) and near electrostatic nonbonded interac-
tions were computed by summing them over all pairs within 9 Å of
each other. Far electrostatic interactions were computed using the
smooth particle mesh Ewald method.25

The AfB transformations in MCPROþ were performed
using the single topology approach by melding the force field
parameters for bond lengths, bond angles, torsions, and nonbonded
interactions. In order to keep the number of atoms constant,
dummy atoms were introduced for hydrogens that exist in one
state and have no counterpart in the other. Desmond performs the
transformations using the dual topology approach, where both
ligands A and B are simultaneously simulated, but they do not
interact with each other.7 The free energy changes in MCPROþ
andDesmond employed the double wide sampling and the Bennett
acceptance ratio26 methods, respectively. Other important differ-
ences between MCPROþ and Desmond reside in the use by the
latter of a softcore potential forVDWinteractions and a decoupledλ
schedule. The softcore potential is introduced to avoid the so-called
van derWaals end point problems when an atom is being created or

annihilated.27 As for the λ schedule, the force field parameters are
mutated concomitantly in MCPROþ using 20 windows with λ
values evenly distributed between 0 and 1. InDesmond, the bonded,
VDW, and Coulomb interactions for ligands A and B have
independent λ schedules, as shown in Table 2.
The AfB transformations were executed at 298 K. The Van’t

Hoff plots for selected pairs of ligands were obtained by also running
the transformations at 298 ( 30 K, the reference temperature. In
MCPROþ, initial relaxation of the solvent was performed for 5 �
106 configurations, followed by 10 � 106 configurations of full
equilibration and 20� 106 configurations of data collection for each
window in water or in the complex. Established procedures including
Metropolis and preferential sampling were employed. Attempted
moves of the ligands in water occurred every 60 configurations, while
in the complex attempted moves of the protein systems and ligand
analogs occurred every 10 and 60 configurations, respectively. In
Desmond, the complex and the ligand went through a relaxation
process that includes two energy minimizations, with and without
solute restraints, followed by four short MD simulations, the first at
10 K in the NVT ensemble, the second also at 10 K but in the NPT
ensemble, and the last two at 298 K in the NPT ensemble. The
production simulation, also in the NPT ensemble, was run for 0.6 ns
for each λwindow. The temperature and pressure in theMD simula-
tions were controlled by the Berendsen thermostat and barostat
algorithms.28 The TIP4P29 and SPC water models30 were used in
MCPROþ and Desmond, respectively, while the OPLS_2005 force
field19,20 was employed for both.
To account for the two possible orientations in the binding site

for the unsymmetrical ligands, where substituents at the 2 and 3
positions of the phenyl ring may be oriented to the left (L) or right
(R) using the pose in Figure 1 as a reference, the free energies of
binding of each orientation,ΔΔGbind

L and ΔΔGbind
E , were combined

to produce an overall ΔΔGbind using eq 3, where R is the ideal gas
constant andT is the temperature. The second term in eq 3 penalizes
the computed free energies of binding of the unsymmetrical ligands
byRT ln 2 because they are relative to the unsubstituted, symmetrical
ligand. Thus, when the relative free energies of binding of the two
orientations differ by greater than ca. 2 kcal/mol, the free energy of
binding is essentially that of themore favorable orientation plusRT ln
2. Alternatively, if the relative free energies of binding of the two
orientations are the same, the RT ln 2 penalty is removed.9b

ΔΔGbind ¼ � RT ln exp �ΔΔGbind
L

RT

 !"

þ exp �ΔΔGbind
R

RT

 !#
þ RT ln 2 ð3Þ

MM-GB/SA Rescoring. In our implementation of the MM-
GB/SA rescoring (Figure 3), described in detail in refs 14 and 16,

Table 2. λ Schedules Used in the FEP Simulations Run with Desmond

state 1 2 3 4 5 6 7 8 9 10 11 12

VDW A 1.00 1.00 1.00 1.00 1.00 0.67 0.46 0.33 0.25 0.19 0.12 0.00

VDW B 0.00 0.12 0.19 0.25 0.33 0.46 0.67 1.00 1.00 1.00 1.00 1.00

Coulomb A 1.00 0.75 0.50 0.25 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

Coulomb B 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.25 0.50 0.75 1.00

Bonded A 1.00 0.91 0.82 0.73 0.64 0.55 0.45 0.36 0.27 0.18 0.09 0.00

Bonded B 0.00 0.09 0.18 0.27 0.36 0.45 0.55 0.64 0.73 0.82 0.91 1.00



2299 dx.doi.org/10.1021/ct200244p |J. Chem. Theory Comput. 2011, 7, 2296–2306

Journal of Chemical Theory and Computation ARTICLE

a conformational search for the inhibitors in the unbound state
and energy minimization for the complexes using OPLS_2005
andGB/SAwithinMacroModel31 are performed. All conformers
within 5.0 kcal/mol from the lowest energy conformer were
retained. Assuming a Boltzmann distribution, the probability for
each conformer (Pi) was calculated and used to compute the
Boltzmann-averaged intramolecular energy and solvation free
energy in the unbound state for each compound. The conforma-
tional entropies (Sconf) were computed from the probabilities
using eq 4, where ks is the Boltzmann constant.

Sconf ¼ � kB ∑
n

l¼ 1
pi ln pi ð4Þ

To better account for the protein flexibility, each inhibitor was
energy-minimized in the bound state. The preferred orientations for
the unsymmetrical ligandswere determined by the FEP simulations.
In the energy minimization, no constraints were applied to residues
within 5 Å from the center of the system. A second shell of 3 Å
around the first shell was defined and constraints of 50 kcal/mol 3Å

2

applied to the residues therein. The remaining residues were held
fixed. After the energyminimization step, the protein energy (EPTN)
values for all complexes were extracted. This term describes the
protein deformation or strain imposed by each ligand. BesidesEPTN,
the energy-minimized structures for the complexes provided the
intramolecular energies and solvation free energies for the ligands in
the protein environment and the protein�ligand intermolecular van
der Waals (EVDW) and electrostatic (EElect) interaction energies. In
the bound state, it was assumed that there was only one conforma-
tion accessible to each ligand; its conformational entropy is therefore
zero. In this manner, ΔGbind estimated by MM-GB/SA was
calculated as shown in eq 5.

ΔGbind ¼ ΔEintra þΔGsolv � TΔSconf þ EVDW þ EElect þ EPTN

ð5Þ
In eq 5,ΔEintra andΔGsolv are the intramolecular strain and desolva-
tion penalty for each ligand upon binding. Similarly,�TΔSconf is the
ligand conformational entropy penalty, multiplied by the tempera-
ture to convert it into energy. The final ranking was obtained by

calculating relative binding energies,ΔΔGbind, using the top-scoring
inhibitor as a reference.
In our MM-GB/SA implementation, although solvent effects

are included in the protein�ligand complex geometry optimiza-
tion using GB/SA, the protein desolvation term calculated by the
continuum model (ΔGsolv

ptn ), defined as illustrated in Figure 4, is
generally excluded from the scoring since it deteriorates the
correlation with experimental data.14,16 The solvent shielding of
protein�ligand electrostatic interactions estimated by the GB
model (EGB) as well as rotational, translational, and vibrational
entropy changes for the ligand upon binding using the rigid-rotor
harmonic oscillator (RRHO) approximation are also excluded, as
they have no significant impact on theMM-GB/SA results. Here,
we decided to investigate the impact of these contributions on
the results for the BSA series in hCAII since the degree of
similarity for the ligands (Table 1) is greater than the typical
congeneric series previously evaluated.14,16

WaterMap. In WaterMap, the reference state consists of an
assumed-to-pre-exist cavity in solution formed to accommodate
the ligand. In order to accommodate ligand binding, the binding
site waters get displaced to the cavity in solution, leaving a cavity
of identical size and shape in the protein (Figure 5). The
displaced-solvent functional in WaterMap represents an attempt
to estimate the free energy liberation (ΔGWM) for the binding
site waters into bulk solution upon cavity transfer between the
two environments. This functional depends on the degree of
overlap between the ligand heavy atoms and the hydration sites
and the energetics of the waters that are displaced. Specifically,
the functional considers that a water molecule is completely
displaced, and therefore its full energy is liberated when the
distance between the hydration site center and the ligand heavy
atom approaches zero. The energy of hydration site displacement
then decreases linearly to a value of zero when the distance
between the two atoms is equal to 80% of the sum of their VDW
radii, beyond which there is no displacement. Multiple ligand
atoms may contribute to the displacement of a given hydration
site; however, these contributions cease once total displacement
is achieved. The ab initio form of the displaced-solvent functional
as described by Abel and co-workers was employed in this

Figure 3. Schematic representation of the MM-GB/SA rescoring procedure with no protein desolvation term.
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work.17 The thermodynamic and structural properties of theo-
retical water molecules in the binding sites of hCAII were
obtained fromMD simulations of 10 ns each using WaterMap.32

The protein heavy atoms were harmonically restrained to their
starting coordinates. The ligands were scored using the poses
extracted from the energy-minimized complexes.

’RESULTS AND DISCUSSION

MM-GB/SA Scoring. The orientations for the unsymmetrical
ligands were determined by the FEP simulations. MCPROþ and
Desmond agree in all cases for the 2- and 3-substituted analogs.
Specifically, the 2-F, 2-NH2, and 3-NH2 analogs adopt the L
orientation, where they face a more polar region of the binding
site and hydrogen bonds may be established. The 3-F, 2-Cl, 3-Cl,
2-CH3, and 3-CH3 analogs adopt the R orientation; in this
orientation, they point the more apolar substituents toward the
hydrophobic wall of the deep conical-cleft-binding site of hCAII.
The FEP predictions for 2-F, 3-F, and 2-Cl agree with the
orientations observed in their crystal structures.18

Table 3 summarizes the impact of different contributions on
the results obtained with the MM-GB/SA scoring procedure.
The correlation (R2) between the ΔΔGbind values calculated by
eq 5 and the experimental data, corrected as shown in eq 1, is
0.51. The addition of rotational, translational, and vibrational
entropy changes for the ligand upon binding using the RRHO
approximation plus the EGB term, the solvent shielding of
protein�ligand electrostatic interactions, marginally improves
the results. Interestingly in this case, the protein desolvation
term,ΔGsolv

ptn , improves the correlation with experimental results,
as can be seen when rows 2 and 3 in Table 3 are compared to 4
and 6, respectively. This term is generally excluded from our

scoring procedure, as it deteriorates the results.14,16 One possible
explanation is that errors in the continuum solvation model are
more likely to be canceled when there is a higher degree of
similarity within the series being scored, which is case with the
BSA series.
The WaterMap method alone does not perform particularly

well with an R2 value of 0.28. This contrasts with results obtained
for FactorXa and CDK2, where R2 values of 0.71 and 0.68 were
obtained.16 This is not surprising as the ligands in the BSA series
are much more similar in size, indicating that the affinity differ-
ences are driven by contributions other than the hydrophobic
effect. For example, WaterMapmakes no differentiation between

Figure 4. Schematic representation of the protein desolvation term (ΔGsolv
ptn ) described by GB/SA. The white area represents the vacuum region in the

protein binding site that will be occupied by a ligand of that shape and size.

Figure 5. Schematic representation of the process simulated by WaterMap. The white area represents the cavity in the bulk that is transferred to the
protein binding site. The orange dots represent the binding site waters that get displaced into the bulk solution. WaterMap estimates the free energy
liberation (ΔGWM) for the displaced waters.

Table 3. Correlation (R2) between the Experimental Data,
Corrected As Shown in eq 1, and the MM-GB/SA Scoring
Approach Including Different Contributions

R2

MM-GB/SAa 0.51

MM-GB/SA þ RRHOb 0.53

MM-GB/SA þ RRHO þ EGB
c 0.54

MM-GB/SA þ RRHO þ ΔGsolv
ptn d 0.60

MM-GB/SA þ RRHO þ ΔGWM
e 0.59

MM-GB/SA þ RRHO þ EGB þ ΔGsolv
ptn 0.60

MM-GB/SA þ RRHO þ EGB þ ΔGWM 0.53
aMM-GB/SA scoring using eq 5. b Including rotational, translational,
and vibrational entropy changes for the ligand upon binding as estimated
by the rigid-rotor harmonic oscillator (RRHO) approximation. c Includ-
ing the solvent shielding of the protein�ligand electrostatic interactions
(EGB).

d Including the protein GB/SA desolvation penalty upon binding
(ΔGsolv

ptn ). e Including the free energy liberation for the binding site waters
into bulk solution (ΔGWM).
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the 2-Cl and 2-CH3 derivatives, as they have identical binding
modes and displace essentially the same water molecules upon bind-
ing; the cΔGbind values in Table 1 for these analogs, however, are
�10.8 and �11.3 kcal/mol, respectively. The same is true for the
4-substituted subset with cΔGbind values of �11.3, �12.6, �12.5,
and�11.9 kcal/mol for F, Cl, CH3, and NH2; WaterMap provides
identical scores to all of them. In spite of that, adding the free energy
liberation for the displaced solvent,ΔGWM, to theMM-GB/SA score
is either beneficial, when theEGB term is not included (rows 2 and 5),
or neutral, in the case that this term is included (rows 3 and 7).
Overall, our previous accounts14,16 and the results in Table 3 suggest
that the terms in eq 5 contain most of the information needed to
describe the binding process for congeneric series and that the
addition of other contributions provides only incremental improve-
ments to the scoring equation.
MM-GB/SA Scoring versus FEP Simulations. Figure 6 illus-

trates the correlations with the experimental results obtained
with MCPROþ, Desmond, and MM-GB/SA. In the case of
MM-GB/SA, the analysis is focused on the equation that includes
the RRHO, EGB, andΔGsolv

ptn contributions, as it provides the best
correlation with the ITC data. The scoring version where ΔGsolv

ptn

is substituted by ΔGWM is also included for comparison.
Superior correlation is obtained with the MM-GB/SA methods,

followed by MCPROþ and Desmond FEP simulations. This
cannot necessarily be attributed to a lack of convergence in the
MCPROþ and Desmond simulations, as the calculated values
obtained with different levels of sampling agree with each other
(Figure 7). Desmond and MCPROþ ΔΔGbind values are highly
correlated with an R2 of 0.85. Both FEP methods, in particular
MCPROþ, are also correlated with the results provided by the
MM-GB/SAmethod, in spite of the particularities of each approach,

such as explicit versus implicit solvent treatments, which could lead
to discrepancies in the free-energy values;R2 values of 0.81 and 0.61
are observed when the MM-GB/SA scores are plotted against
MCPROþ and Desmond ΔΔGbind values, respectively. It is
interesting to see that MCPROþ, with restricted sampling, behaves
almost like an interpolation between two methodological extremes,
characterized by MM-GB/SA where a single, energy-minimized
structure for each complex is used and Desmond where full sampl-
ing is performed.
The fact that the calculated ΔΔGbind values obtained with the

different methods are in closer agreement with each other than
they are with the experimental data points to the existence of
common outliers. A close inspection of Figure 6 reveals that the
3-Cl derivative is an outlier for all methods, in particular the ones
where explicit solvation is used, indicating that the problem
with this compound might lie in inaccuracies when simulating its
change in hydration upon binding or a more fundamental
problem with the energy function or with the experimental data.
When the 3-Cl analog is removed, the correlation improves for all
methods (Figure 8); R2 values change from 0.60, 0.53, 0.45, and
0.28 to 0.70, 0.72, 0.71, and 0.49 for MM-GB/SA, MM-GB/SA
combined with WaterMap, and FEP simulations run with
MCPROþ and Desmond, respectively. All methods work well,
especially considering the narrow experimental dynamic range of
1.8 kcal/mol, but the results obtained with Desmond are inferior
to MM-GB/SA and MCPROþ. It is possible that the full
flexibility for the systems in Desmond actually adds more noise
than information due to the sampling of nonrelevant conforma-
tions and/or sampling of relevant conformations that are not
adequately weighted in the simulations. The restricted sampling
in MCPROþ, besides reducing computational cost, aims at

Figure 6. Correlation between isothermal titration calorimetry ΔΔGbind values for the human carbonic anhydrase inhibitors, corrected as shown in
eq 1, and MM-GB/SA (MM-GB/SAþ RRHOþ EGBþΔGsolv

ptn ), MM-GB/SA combined with WaterMap (MM-GB/SAþ RRHOþ EGBþΔGWM),
and FEP simulations run with MCPROþ and Desmond.
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focusing the MC simulations on crystal-structure-like conforma-
tions for the complexes as the protein backbone atoms are

untouched during the MC simulations. The assumption in
MM-GB/SA, that one conformation captures the essence of

Figure 7. Correlation among MM-GB/SA (MM-GB/SA þ RRHO þ EGB þ ΔGsolv
ptn ) and FEP simulations run with MCPROþ and Desmond.

Figure 8. Correlation between isothermal titration calorimetry ΔΔGbind values for the human carbonic anhydrase inhibitors, corrected as shown in
eq 1, and MM-GB/SA (MM-GB/SAþ RRHOþ EGBþ ΔGsolv

ptn ,), MM-GB/SA combined with WaterMap (MM-GB/SAþ RRHOþ EGBþ ΔGWM),
and FEP simulations run with MCPROþ and Desmond. The 3-Cl analog is removed from the plots.
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the binding process, is an evenmore drastic restriction. However,
on the basis of the present and historical results,14,16 it seems to
be reasonable, at least for congeneric series. The results obtained
with MM-GB/SA even qualify this approach as a more attractive
alternative for rank-ordering; it can achieve equivalent or super-
ior predictive accuracy and handle more structurally dissimilar
ligands at a fraction of the computational cost of the rigorous
free-energy methods.
Large Dynamic Range in MM-GB/SA: Comparison with

FEP Results. Figure 6 shows a large dynamic range for the MM-
GB/SA method (∼15 kcal/mol) compared to the experimental
range (∼1.8 kcal/mol). This is a phenomenon typically observed
in MM-GB/SA calculations,14,16 and it is not particular of the
case studied in this work. As discussed previously,16 the large
dynamic range observed in the MM-GB/SA scoring could have
its origin in several effects, some enthalpic and others entropic in
nature. In the former, it is possible that the wider scoring spread is
due to the application of a protein dielectric constant of 1 in a
model where protein motions and polarization are not taken into
account. Therefore, electrostatic interactions are not shielded
enough and protein�ligand electrostatic attractions and repul-
sions are overestimated, causing the large separation of potent
and weak compounds. Other possible enthalpic contributions are
related to the lack of thermal effects and protein relaxation/strain
as only one structure for each complex is used.
Another potential explanation is associated with the incom-

plete description of enthalpy�entropy compensation; only the
translational, rotational, conformational, and some vibrational en-
tropy changes for the ligand upon binding are included. The impor-
tant vibrational entropy change associated with the narrowing of
the torsional energy wells for the ligands when in the protein

environment is ignored due to its high computational cost. More
flexible ligands, which have the opportunity to maximize their
interactions with the protein, should pay amore significant torsional
entropy penalty due to restriction of their torsional motions.33 Also
ignored are all entropic contributions associated with the protein
due to the complexity in computing them.
To evaluate the origin of the large dynamic range in MM-GB/

SA, a computational Van’t Hoff analysis was conducted for the
Hf4-Cl and Hf4-NH2 pairs of ligands by running FEP
simulations with MCPROþ and Desmond at 298 K and at
(30 K. In the analysis, it was assumed that the heat capacity
remains unchanged over the temperature interval.34 The analogs
were chosen for two reasons: (1) to save computational time
since they are symmetrical like the unsubstituted analog and (2)
because the difference in polarity between Cl and NH2 could
provide a more complete picture of the impact of sampling on
the theoretical dynamic range. The assumption here is that the
results obtainedwithMCPROþ, with its restricted sampling, can be
extrapolated toMM-GB/SA. As can be seen in Figure 6,MCPROþ
is also plagued by a large dynamic range, although to a lesser extent
thanMM-GB/SA; the value forMCPROþ is∼7.5 kcal/mol, which
is more than double the value for Desmond (∼3.5 kcal/mol). In
MCPROþ, only the side chains of residueswith any atomwithin 10
Å from the ligands are varied, and the protein backbone is fixed.
Although the ligand is free tomove in the unbound state, one should
not expect that all accessible conformations and the full range of
dihedral angle values for each torsional well are visited, even for very
long simulations. This implies that the description of entropic
contributions, shielding of electrostatic interactions, thermal effects,
and protein relaxation/strain will be somewhat incomplete in the
FEP results obtained with MCPROþ.

Figure 9. Van’t Hoff plots obtained with MCPROþ (top) and Desmond (bottom) for the Hf4-Cl and Hf4-NH2 pairs.
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Figure 9 compares the Van’t Hoff plots for the Hf4-Cl and
Hf4-NH2 pairs obtained with Desmond and MCPROþ. The
experimental and calculated enthalpic and entropic contributions
to the relative binding free energies are shown in Table 4.
Although the ΔΔGbind values obtained with MCPROþ and
Desmond match the experimental values reasonably well, the
enthalpic and entropic contributions do not agree with the ITC
data. A possible explanation is that, of the parameters measured
directly by ITC, the free energy (ΔG0) has the lowest signal-to-
noise ratio, as measured values fall in a relatively narrow range.
The enthalpic contribution (ΔH0) has a higher signal-to-noise
ratio, with the entropic contribution (ΔS0) being even less
precise since errors are compounded; ΔS0 is calculated as the
difference betweenΔH0 andΔG0. Alternatively, it is possible that
the lack of agreement is due to the fact that the experimental

ΔΔHbind and�TΔΔSbind values still contain the ionization step
for the inhibitor before binding to hCAII.
If the analysis is focused on the difference between the FEP

methods, it is clear that MCPROþ provides enthalpic contribu-
tions that are exaggerated compared to those from Desmond. In
the case of Hf4-Cl, it is unlikely that this is due to diminished
shielding of electrostatic interaction between the 4-Cl analog and
the protein; the substituent is in close contact with a Phe residue
(F129; Figure 10). More plausible explanations are either
associated with reduced thermal effects that might lead to too
favorable VDW interactions and/or limited protein deformation
that does not offset the gain in interactions for 4-Cl due to
restriction of degrees of freedom in the MC simulations.
It is interesting to see that theMCPROþΔΔHbind betweenHand

4-Cl matches their MM-GB/SA relative score of �4.50 kcal/mol,

Figure 10. Representative theoretical structures of the complexes between human carbonic anhydrase (hCAII) and the 4-Cl (left) and 4-NH2 (right)
substituted benzene sulfonamide inhibitors. Molecular surface representations are also shown at the bottom.

Table 4. Enthalpic and Entropic Contributions Extracted from Van’t Hoff Plots Obtained with MCPROþ and Desmond (values
in kcal/mol)

Hf4-Cl Hf4-NH2

ΔΔHbind �TΔΔSbind ΔΔGbind ΔΔHbind �TΔΔSbind ΔΔGbind

MM-GB/SAa �4.50 þ2.93

MCPROþ �4.52( 0.19 þ0.97( 0.24 �3.55( 0.12 �8.10( 0.14 þ8.06( 0.17 �0.04( 0.09

Desmond �2.52( 0.26 þ1.28( 0.30 �1.24( 0.15 �4.53( 0.20 þ4.43( 0.23 �0.10( 0.12

ITCb �0.29 �0.76 �1.05 þ0.99 �0.49 þ0.50

(�0.78)c (�0.05)c

aMM-GB/SA scoring using eq 5 þ RRHO þ EGBþ ΔGsolv
ptn . b ITC ΔΔHbind and �TΔΔSbind values may be found in ref 18. cValues in parentheses

were corrected by the equation: cΔGbind = ΔGbind � RT ln(1 þ 10(pKa�pH)).
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which despite a few entropic contributions included, is mostly domi-
nated by enthalpic terms. A more significant entropy loss of þ0.97
kcal/mol for the4-Cl derivative compared to the unsubstituted analog
results in a ΔΔGbind of �3.55 kcal/mol obtained with MCPROþ.
The increased sampling inDesmondgenerates a�TΔΔSbind value of
þ1.28 kcal/mol, just slightlymore positive than the value reported by
MCPROþ (Table 4). Thus, the larger free energy gap for theHf4-
Cl transformation caused by restricted sampling is almost purely
enthalpic.
A somewhat different scenario is seen for the Hf4-NH2 pair.

Table 4 shows that ΔΔHbind obtained with MCPROþ is also
exaggerated when compared to Desmond, but differently from
the Hf4-Cl case, the �TΔΔSbind contribution completely
offsets that. �TΔΔSbind values of þ8.06 and þ4.43 kcal/mol
obtained with MCPROþ and Desmond, respectively, lead to
almost identical ΔΔGbind’s. Figure 10 sheds some light on the
enthalpy�entropy compensation observed for the 4-NH2 analog.
It shows that the NH2 group has the ability to interact with Asn61,
Asn66, and Gln91 via water-mediated hydrogen bonds. It is then
plausible that in this case the enthalpic and entropic contributions
are affected by the different structural and thermodynamic proper-
ties of the water molecules in the binding site as a result of
restricted versus full protein sampling. A less mobile protein and,
consequently, less mobile water molecules in MCPROþ lead to
overly favorable electrostatic interactions for the 4-NH2 analog
due to reduced shielding and thermal effects. The less fluid
hydrogen bond network for the 4-NH2 analog would also result
in a greater entropy loss upon binding estimated by MCPROþ.
The results obtained with the MC and MD simulations in explicit
solvent also explain why the MM-GB/SA relative score for the
Hf4-NH2 pair underpredicts the binding energy of the latter; the
continuum solvation model is unable to describe the water-
mediated hydrogen bonds with the protein that contribute to
the binding of the 4-NH2 analog.
If the implications of MCPROþ restricted sampling on

enthalpic and entropic contributions to binding are extrapolated
to MM-GB/SA, a reasonable hypothesis for the large dynamic
range in MM-GB/SA is obtained. The scoring spread is not only
affected by ignored entropic contributions, i.e., all for the protein
and the torsional entropy changes for the ligand, but also
exaggerated enthalpic separation between the weak and potent
compounds due to the lack of sampling. The resolution of
whether this is caused by diminished shielding of electrostatic
interactions, thermal effects, or protein relaxation/strain is com-
plex, especially because it seems to be dependent on the case.

’CONCLUSIONS

In this work, a series of 13 benzene sulfonamide inhibitors of
carbonic anhydrase with binding free energies determined by
isothermal titration calorimetry was selected to address whether
the MM-GB/SA scoring procedure provides a more attractive
alternative for rank-ordering than the more rigorous free energy
perturbation (FEP) methodology. In spite of successful applica-
tions to elucidate the structure�activity relationships for few
pairs of ligands, FEP calculations have rarely been evaluated for
more than a handful of compounds. R2 values of 0.70, 0.71, and
0.49 with the experiment were obtained with MM-GB/SA and
FEP simulations run with MCPROþ and Desmond, respec-
tively, when one outlier (3-Cl derivative) was removed. Themain
contrast between the methods is the level of sampling, ranging
from full to restricted flexibility to single conformation for the

complexes in Desmond, MCPROþ, and MM-GB/SA. All meth-
ods work well, but the results obtainedwithDesmond are inferior
to MM-GB/SA andMCPROþ, suggesting that the full flexibility
for the complexes in the former leads to additional noise, possibly
due to the sampling of nonrelevant conformations and/or
relevant conformations that are not adequately weighted in the
simulations. In other words, when ranking congeneric series, it is
safer to assume that some contributions to binding are roughly
constant, and cancel when computing ΔΔGbind, than to actually
try to include all of them through full sampling in simulations that
are not extremely long.

Regarding the large theoretical dynamic range for the binding
energies, that seems to be a direct result of the degree of sampling
in the simulations since MCPROþ as well as MM-GB/SA are
plagued by this. Van’t Hoff analysis for selected pairs of ligands
suggests that the wider scoring spread is not only affected by
missing entropic contributions due to restricted sampling but
also exaggerated enthalpic separation between the weak and
potent compounds caused by diminished shielding of electro-
static interactions, thermal effects, and protein relaxation/strain.
Finally, the current and historical results obtained withMM-GB/
SA qualify this approach as a more attractive alternative for rank-
ordering than the FEP methodology; it can achieve equivalent or
superior predictive accuracy and handle more structurally dis-
similar ligands at a fraction of the computational cost.
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ABSTRACT: Halogen bonds are directional interactions involving an electron donor as binding partner. Employing quantum
chemical calculations, we explore how they can be used in molecular design to address the sulfur atom in a methionine residue in a
previously neglected, directed manner. We characterize energetics and directionality of these halogen bonds and elucidate their
spatial variability in suboptimal geometries that are expected to occur in protein�ligand complexes featuring a multitude of
concomitant interactions. We derive simple rules allowing medicinal chemists and chemical biologists to easily determine preferred
areas of interaction within a binding site and to exploit them for scaffold decoration and design. Our work shows that sulfur�halogen
bondsmay be used to expand the patentable medicinal chemistry space.We demonstrate their potential to increase binding affinities
and suggest that they can significantly contribute to inducing and tuning subtype selectivities.

’ INTRODUCTION

A profound understanding of molecular recognition is the
essential basis of structure-based molecular design. Established
protein�ligand interactions such as hydrogen bonds and hydro-
phobic contacts have been increasingly complemented by non-
classical interaction types such as π�π or cation�π contacts
which may play important roles and contribute substantially to
total binding affinity. However, very few of these nonclassical
interaction types have so far been included in commonmolecular
design tools, as emphasized in a recent review.1

Among these often neglected interactions is halogen bonding,
an attractive interaction of the type R�X 3 3 3D�R0, where X
represents chlorine, bromine, or iodine and D can be any kind of
Lewis base. This interaction has been broadly recognized in
materials sciences since the 1970s,2,3 but its occurrence in
biological systems has been studied only recently, e.g., through
statistical PDB evaluations.4 The driving force of the interaction
can be explained within the σ-hole concept: the halogen atoms
possess a characteristic crown of positive charge due to a
deficiency in electron density in the outer lobe of the pz orbital
(where z is chosen as the R�X axis).5�9 The σ-hole concept has
been extended and applied to group VI atoms, which can be
relevant in biological systems.10,11 Several quantum chemical
studies using small model systems have been performed to
characterize the nature and strength of halogen bonds.12,13

QM/MM calculations on protein�ligand complexes have also
been conducted14,15 and similarities as well as differences be-
tween halogen bonding and hydrogen bonding have been
discussed.16�19 Halogen bonds involving backbone carbonyl
oxygen atoms have been implicated as favorable interactions by
some very recent experimental studies.20,21

When searching the PDB for ligand�protein halogen-bond
contacts, as done in a recent study,15 mainly two types of halogen
bonds are observed—contacts to backbone carbonyl moieties

(53%) and halogen�π contacts (33%)—while those involving
sulfur or nitrogen are found only sparsely (5% S, 9% N).
However, this does not mean that sulfur�halogen bonds are
unfavorable. Most ligand�protein halogen bonds observed in
the PDB were not rationally designed but found serendipitously
due to the nonclassical nature of this contact. Thus, it is likely that
halogen�sulfur contacts are merely underrepresented given the
number of carbonyl oxygen moieties in a protein. We demon-
strate that addressing the sulfur-containing side chain of methio-
nine through halogen bonds has distinct potential for improving
affinity and selectivity of a compound.

In this work, we use quantum chemical calculations at the
DFT-D, MP2, and CCSD(T) level and large basis sets to
characterize the interaction strengths between ligand model
systems and three different molecular representations of methio-
nine. Where possible, we make sure to obtain interaction
geometries and energies that solely represent the halogen-bond
contact, avoiding additional secondary interactions. From our
model calculations, we deduce simple rules on how to best
address methionine through halogen bonding. Additionally, we
focus on elucidating the impact of deviations from ideal binding
geometries on overall complex formation energies. Finally, we
show that our model calculations agree well with an existing
crystal structure of IL-222 and propose a way to visualize
favorable areas of interaction within a binding site, making our
results immediately applicable for use in molecular design.

’RESULTS

Energetics of the Halogen Bond.We representmethionine as
a molecular system of three different sizes: (i) as the simple model

Received: April 8, 2011
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systemdimethyl sulfide (MET1); (ii) as 1-(methylsulfanyl)propane
(MET2), representing the complete methionine side chain includ-
ing CR; and (iii) as full amino acid including backbone atoms,
capped by an acetyl group at the N-terminus and aN-methyl amide
at the C-terminus (MET3) (Figure 1). Input geometries for MET2
and MET3 were extracted from 3DN4, a PDB structure featuring a
short iodine�methionine contact.23 The backbone conformation of
MET3 is R-helical with j =�59.9� and ψ =�47.5�, and the side
chain conformation is gauche(�)�trans�gauche(þ). We have
restricted thej andψ angles in all optimizations involvingMET3 to
avoid biologically unreasonable backbone conformations. We em-
ploy iodobenzene, bromobenzene, and chlorobenzene as ligand
models because substituted aromatic or heteroaromatic scaffolds are
common cores in medicinal chemistry and their halogenation may
be exploited for scaffold decoration.
Using the small methioninemodelMET1, we obtain optimized

halogen-bonded complexes for all three halobenzenes at the
MP2/QZVPP level. Interaction energies are calculated as adduct
formation of the halogen-bonded complex from isolated halo-
benzene and methionine (Table 1). We observe the strongest
interaction (�19.3 kJ/mol) for the iodobenzene complex, while
bromobenzene and chlorobenzene complexes show weaker inter-
action energies (�13.0 and �10.1 kJ/mol, respectively). This
order of halogen-bond strengths (Cl < Br < I) has been reported
numerous times in the literature, regardless of the Lewis base

interaction partner.9,19 In our calculations, all halogen bonds show
X 3 3 3 S distances below the sum of van der Waals radii of the two
atoms. Despite the size of iodine, the I 3 3 3 S bond is the shortest,
implying a very favorable interaction. Interestingly, the equilibri-
um distances for all X 3 3 3 S bonds are quite similar (around 3.4 Å),
indicating that a substitution of chlorine by one of the other two
halogens should be feasible despite the differences in size.
Employing widely used density functionals augmented by an
empirical dispersion correction (DFT-D), we find that some of
these quite closely mimic the results obtained with MP2
(Supporting Information, Table S1). To describe the strength
of an iodine�sulfur halogen bond with chemical accuracy, we
perform CCSD(T) calculations by employing a basis set extra-
polation scheme (see Methods, eqs 1 and 2 and Supporting
Information Table S2) and obtain an interaction energy of�17.3
kJ/mol. This is reasonably close to our MP2 results.
To put the halogen-bond energies into context, we model two

H 3 3 3 S interactions formed by benzene andMET1 (weak hydrogen
bond) as well as phenol and MET1 (moderately strong hydrogen
bond) atMP2/QZVPP level. Benzene forms a complexwithMET1
at a much reduced bond distance compared to the halobenzenes
(279 vs 336 pm, H vs I), with a complex formation energy of�11.0
kJ/mol. The phenol�MET1 complex shows the largest interaction
energy of all investigated model systems (�29.1 kJ/mol).
However, adding just one water molecule to the adduct

formation reaction for the sake of introducing ligand desolvation
energies changes the overall picture dramatically. If we require
the ligand to be desolvated upon binding, i.e., if we exchange
ligand-bound water by ligand-bound methionine (Figure 2), the
reaction energy for phenol is reduced to �1.4 kJ/mol. In
contrast, the iodobenzene and benzene reaction energies are
only reduced to�11.3 and�6.0 kJ/mol, respectively. This one-
molecule approach to solvation is rather simplistic but helps
illustrate how desolvation energies can differ between nonpolar
and polar ligands. To complete the energetic description of the
methionine�halogen bond, we perform geometry optimizations
on the larger methionine model systems MET2 and MET3.
Switching from the quadruple-ζ basis set (QZVPP) to the
smaller triple-ζ basis TZVPP due to computational considera-
tions for the larger models, we obtain smaller interaction energies
for all halogen-bonded systems, implying that the MP2 method
heavily depends on basis set size. Expanding the methionine in
size from MET1 to MET2 and MET3, we observe a moderate
rise in interaction energies while retaining virtually unchanged
geometries (Supporting Information, Figure S1, Table 2). For
the treatment of the chlorobenzene 3 3 3MET3 adduct, we had to
additionally restrict the bond angle RS5�Cl6�C7 during optimiza-
tion to obtain a halogen-bonded geometry.

Figure 1. Methioninemodel systemsMET1 (a),MET2 (b), andMET3
(c), represented as structural formulas and stick models (optimized
geometries).

Table 1. Interaction Energies (in kJ/mol) for Halogen-Bonded Model Complexes (small methionine model system MET1)a

complex ΔE method dS5�X6/H6, pm (% vdWb) RC4�S5�X6/H6, deg δC3�C4�S5�X6/H6, deg RS5�X6/H6�C7/O7, deg

C6H5I 3 3 3MET1 �19.3 MP2/QZVPP 336 (88.9) 88.8 �88.6 169.8

C6H5Br 3 3 3MET1 �13.0 MP2/QZVPP 343 (94.0) 85.9 �85.2 170.1

C6H5Cl 3 3 3MET1 �10.1 MP2/QZVPP 348 (98.0) 80.9 �79.6 162.7

C6H6 3 3 3MET1 �11.0 MP2/QZVPP 279 (96.2) 79.3 77.3 156.9

C6H5OH 3 3 3MET1 �29.1 MP2/QZVPP 226 (77.9) 86.8 �86.1 153.8

C6H5I 3 3 3MET1 �17.3 CCSD(T)/CBSc 345 (91.3) 88.8 �88.5 168.4
a Interaction energies for complex formation with benzene and phenol (H 3 3 3 S contacts) are given for comparison. Energies were corrected for BSSE
using the counterpoise correction. b Percentage of the sum of the van der Waals radii of the two atoms directly involved in bonding. cCCSD(T)
calculations were performed on the SCS-MP2/QZVPP minimum geometry and a basis set extrapolation scheme was employed (see Methods).
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In summary, we find that methionine can be favorably
addressed through halogen bonds, especially by those involving
Br 3 3 3 S or I 3 3 3 S contacts. Taking into account desolvation
penalties implies that these interactions might be superior to
weak and moderately strong hydrogen bonds. Interestingly,
while most halogen bonds in the PDB are formed by ligands
with chloro substituents, our data reconfirm earlier studies,
demonstrating that exchange of these chlorines by bromine or
iodine is feasible and energetically favorable.
Distance Dependencies of Halogen Bonds. In existing

crystal structures, the optimal geometries described above are
not always observed due to the interplay of multiple competing
primary and secondary interactions involved in ligand binding.
For this reason, we investigate the influence of nonideal bond
distances on complex formation energy. Starting from MP2/
TZVPP minimum structures, we perform distance scans along

the X 3 3 3 S bond. The scans are carried out as single point
calculations using methionine model MET1 as all three methio-
nine systems show very similar behavior in terms of energetics
and distance dependence (Supporting Information, Figure S2).
In rational drug design, introducing an additional moiety like a

halogen atom into a lead structure makes most sense if it leads to
an affinity increase. We have demonstrated that halogen bonds
are favorable interactions. However, we have to keep the “back-
ground affinity” in mind that is already provided by an H 3 3 3 S
contact in an ideal halogen-bond distance, representing an
undecorated benzene scaffold. We thus have to compare the
complex formation energy of the halobenzene�methionine
complexes with the benzene�methionine complex at the ideal
halogen bond distance. This distance is very similar for all three
halogenated complexes (339, 343, and 347 pm for I, Br, and Cl at
the MP2/TZVPP level). Figure 3 shows the distance depen-
dence of the complex formation energies. At 339 pm, the
complex formation energy for benzene is ΔE(MP2/TZVPP) =
�8.7 kJ/mol. We use this energy as a threshold: The introduc-
tion of a halogen into the ligand structure at any distance dX 3 3 3 S
needs to be energetically more favorable than 8.7 kJ/mol in order
to improve binding energy. This definition (horizontal line in
Figure 3b) leads to areas of tolerance for all three halobenzene

Table 2. Interaction Energies (in kJ/mol) for Adduct Formation Yielding Halogen-Bonded Complexes with the Three
Methionine Models at MP2/TZVPP Levela

complex ΔEMP2/TZVPP dS5�X6, pm RC4�S5�X6, deg δC3�C4�S5�X6, deg RS5�X6�C7, deg

C6H5I 3 3 3MET1 �15.2 (�19.8) 339 88.3 �88.0 169.5

C6H5I 3 3 3MET2 �16.2 (�21.2) 339 88.3 �87.0 170.3

C6H5I 3 3 3MET3 �16.6 (�21.7)b 342 88.9 �84.2 168.1

C6H5Br 3 3 3MET1 �10.7 (�13.5) 343 85.8 �85.1 170.1

C6H5Br 3 3 3MET2 �11.2 (�14.1) 342 85.6 �85.2 172.0

C6H5Br 3 3 3MET3 �12.6 (�15.6)b 347 84.7 �80.2 163.7

C6H5Cl 3 3 3MET1 �7.8 (�10.5) 347 80.9 �79.5 162.7

C6H5Cl 3 3 3MET2 �8.2 (�11.1) 348 80.1 �79.6 163.6

C6H5Cl 3 3 3MET3 �10.0 (�13.1)b,c 349 80.6 �75.9 162.4
a Energies are counterpoise-corrected; uncorrected energies are given in brackets. bMethionine model systemMET3 was extracted from PDB structure
3DN4, and backbone j and ψ dihedrals were frozen in the original R-helical geometry. c For the chlorobenzene 3 3 3MET3 complex, the bond angle
RS5�Cl6�C7 was constrained to 162.4� to obtain a halogen-bonded minimum structure.

Figure 3. (a) Distance scan plots for the three halobenzene 3 3 3MET1
complexes. The curves depicted in the model systems highlight pre-
ferred regions of halogen placement by their coloring and size. (b) Plot
of X 3 3 3 S (H 3 3 3 S) distance vs complex formation energy for iodoben-
zene, bromobenzene, chlorobenzene, and benzene complexes with
MET1 (MP2/TZVPP) and definition of areas of tolerance for the
halobenzene 3 3 3methionine complexes.

Figure 2. Reactions representing ligand desolvation: Exchange of water
from iodobenzene 3 3 3water (a), benzene 3 3 3water (b), and phenol 3 3 3
water (c) complexes by dimethyl sulfide (MET1) and corresponding
reaction energies (kJ/mol) at the MP2/QZVPP level. These three
model systems represent (a) halogen bonds and (b) weak and (c)
moderately strong hydrogen bonds. Relevant atom labels, which are
used for defining distances, angles, and dihedrals, are shown in the
iodobenzene 3 3 3MET1 complex (a).
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ligand systems (presented in detail in Table 3). For chloroben-
zene, the area of tolerance reaches from 323 to 389 pm, and the
energy gain is at most 1.8 kJ/mol compared to benzene (at the
ideal bond distance of 343 pm). While this explains the occur-
rence of someCl 3 3 3 S halogen bonds in the PDB, it also illustrates
that there is no big affinity increase to be expected by simply
exchanging H for Cl at one position on a benzene-based scaffold,
unless this interaction is supplemented by other interactions that
the chlorine may participate in. For bromobenzene, the area of
tolerance becomes larger (308�406 pm) and the energy gain
more pronounced. For the iodobenzene complex, the distance
tolerance is especially large (299�444 pm), with a favorable
complex formation energy of less thanΔE(MP2/TZVPP) =�18
kJ/mol within a range of about 320�365 pm.
In addition to theMP2method, we also carried out the distance

scans employing four widely used density functionals (BP86-D,
BLYP-D, B3LYP-D, and TPSS-D, Supporting Information, Fig-
ure S3). TPSS-D shows the best agreement with the MP2 data
while being much less computationally expensive.
The agreement of our distance scans with experimental data is

exemplified in two crystal structures from the PDB containing
iodine�sulfur halogen bonds. For 3DN4,23 the authors report a
bond distance of 3.3 Å, while for 2PIW, the thyroid hormone
3,30,5-triiodo-L-thyronine is bound to the androgen receptor24

with an S 3 3 3 I distance of 3.7 Å. Both distances are well within
our areas of tolerance.
Energetic Impact of σ-Hole Bond Directionality. It is gen-

erally agreed that the driving force of halogen bonding is the
σ-hole, a crown of positive charge on chlorine, bromine, and
iodine residues. The σ-hole concept explains halogen bonding as
an electrostatic interaction similar to hydrogen bonding.5,19 One
study has suggested that halogen bonds may be driven by both
electrostatic and dispersive forces, using symmetry-adapted per-
turbation theory.12

A purely electrostatics-driven interaction would translate into a
very directional bond, meaning that deviations from the ideal
bond angle RS5�X6�C7 would be heavily penalized. If the inter-
action was mainly driven by dispersion, one would expect more
undirected, “greasy” behavior, and deviations from the ideal angle
would be tolerated to a large extent. These two scenarios are
decisively different and have great impact in molecular design
approaches, e.g., in scaffold placement. In the dispersion-driven
case, the scaffold and the halogen solely need to be placed in
the right distance from a methionine residue, while in the

electrostatics-driven case, both the distance dX6 3 3 3 S5 and the angle
RS5�X6�C7 are very important and need to be matched as closely
as possible.
To evaluate the energetic penalties of nonideal σ-hole bond

angles, we first optimize the halobenzene 3 3 3MET1 dimer con-
strained toCs symmetry at theMP2/TZVPP level in order to rule
out any secondary interactions of the aromatic ring with the
methyl moieties of the MET1 system. The resulting complexes
possess RS5�X6�C7 angles of 168.5� (I), 166.9� (Br), and 162.6�
(Cl). We then successively change the bond angle RS5�X6�C7 in
5� steps and performMP2/TZVPP single point calculations. The
results of the scans are shown in Figure 4a, with a schematic
representation of positive (þΔR) and negative (�ΔR) devia-
tions from ideal (Cs) geometry given in Figure 4b. Interestingly,
even though the strengths of the halogen bonds for the three
halobenzenes are very different, as discussed earlier, the derived
tolerance areas are similar at about (30� deviation from ideal
angles. It is important to note that the potential curves are fairly
symmetric, even though the “optimized” angle is not 180�.
Another surprise is that the curves cross at about (40�, which
means that at this angle, there is no advantage of substituting one
halogen for another. From these scans, we derive that halogen
bonds are strongly directional and that large deviations from the
idealRS5�X6�C7 angle have the potential to ruin binding affinities,
especially in the case of the favorable I 3 3 3 S interaction. This
confirms the electrostatics-driven nature of the interaction and is
in accordance with studies on other model systems.18 Deviations
from the ideal angle amounting to more than 20��30� should be
avoided at all costs, and scaffolds should be selected (e.g., in a
scaffold-hopping approach) or designed de novo to allow for close
to optimal (≈170�) RS5�X6�C7 angles.
Dihedral Angle Variations—Spherical Scans. Taking one

step toward integrating halogen bonds in molecular design tools,
we investigate degrees of freedom in the spherical orientation of
the halogen with respect to the methionine sulfur. Starting from an
optimized input geometry and using 5� steps in varying the angles
(see Methods), we generate 2664 variations of the interaction
geometry, keeping the halogen at the equilibrium distance on a
sphere around the sulfur atom as its center. We prepare the input
geometry by conducting a constrained optimization (MP2/
TZVPP) inCs symmetrywith the bond angleRS5�X6�C7 restricted
to 180� and the dihedral angle δC3�C4�S5�X6 restricted to 90� to
avoid unsymmetric artifacts due to bias in the input structure. This
bias arises predominantly from the deviation of the σ-hole angle
RS5�X6�C7 from 180� in the optimized structure. The constraints

Table 3. Comparison of the MP2/TZVPP Complex Forma-
tion Energies (in kJ/mol) at Optimal Distances and at the
Equilibrium Distance of Iodobenzene 3 3 3MET1 Yields Dis-
tance Areas of Tolerancea

ΔEMP2/TZVPP

complex

dS5�X6/H6,

pm

at optimal

distances

at 339

pm

areas of tolerance

for dS5�X6/H6, pm

C6H5I 3 3 3MET1 339 �19.8 �19.8 299�444

C6H5Br 3 3 3MET1 343 �13.5 �13.5 308�406

C6H5Cl 3 3 3MET1 347 �10.5 �10.4 323�389

C6H6 3 3 3MET1 277 �12.7 �8.7 N/A
aAll halogen-bonded complexes with S 3 3 3X distances within tolerance
have interaction energies greater than 8.7 kJ/mol, which is the complex
formation energy of benzene 3 3 3MET1 at 339 pm.

Figure 4. (a) Impact of deviations from optimal σ-hole angles
RS5�X6�C7; energies are calculated using MP2/TZVPP. (b) Illustration
of scan setup: the ligand model system is rotated around the axis
perpendicular to the paper plane passing through I6.
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have a mild impact on energies compared to the freely optimized
complexes (1.1 kJ/mol for iodobenzene 3 3 3MET1, 1.2 kJ/mol for
bromobenzene 3 3 3MET1, 2.0 kJ/mol for chlorobenzene 3 3 3MET1;
overlays of constrained and freely optimized structures are shown
in the Supporting Information (Figure S4). The cutoff for the areas
of tolerance changes to �6.4 kJ/mol as the same constraints are
applied to the benzene 3 3 3MET1 complex. We conduct the
spherical scans with the more efficient DFT-D method TPSS-D/
TZVPP, which delivers interaction energies comparable to the
more expensive MP2/TZVPP method as exemplified in the
distance scans (Supporting Information, Figure S3).
The obtained interaction sphere for iodobenzene 3 3 3MET1 is

presented in Figure 5d,e from two different perspectives. These
perspectives are chosen to focus on variations of the two dihedral
angles δ1 (=δC4�B�S5�X6) and δ2 (=δA�C�S5�X6) as defined in
Figure 5, parts b and c, respectively. While Figure 5b,d highlights
the variation of the “out-of-plane” δ1 angle, changes in the “in-
plane” δ2 angle are more easily perceived from Figure 5c,e. The
plane is defined by the three heavy atoms (C�S�C) of the me-
thionine fragment. To emphasize the areas of tolerance regarding
the dihedrals δ1 and δ2, we present 2D plots for the interac-
tion areas on the front and back hemisphere in Figure 5f,g. A
definition of front and back hemisphere is given in Figure 5a.
In order to deduct simple rules, we discuss particular points on

the sphere indicative of general trends. Starting from the input
geometry of the sphere, we first focus on the variation of the δ1
angle from 90� out-of-plane toward in-plane (δ1 = 180�) and
further toward 270�, while keeping δ2 = 180� (i.e., placing the
iodine right in front of the sulfur atom). In Figure 5d, this
corresponds to starting from the red area above MET1 and

proceeding down along the circular path to the red area below
MET1 (black arrow). In Figure 5f, this circular path becomes a
straight line from the left to the right at δ2 = 180�. We observe a
significant loss of interaction energy toward only �4 to �6 kJ/
mol remaining for the in-plane geometry (δ1 = 180�, δ2 = 180�).
Thus, there is a strong energy dependence on changes in δ1, with
out-of-plane angles close to (90� being highly favored over in-
plane geometries. It becomes much more pronounced when we
look at the back of the sphere (Figure 5g). As this hemisphere
includes both methyl groups of the methionine, the decrease in
energy is much more rapid and results in numerous sterical
clashes, leaving just a small tolerance area between δ1 = 80� and
90� or �80� and �90�.
In contrast to the large impact of changes in δ1, it is easily

possible to vary δ2 within as much as (40� from the 180�
geometry. This can be observed particularly well in Figure 5e,
where the symmetry with respect to δ2 = 180� becomes obvious.
As we proceed down the sphere from the red area (corresponding
to changes in δ1), the coloring at different δ2 angles (proceeding
circularly along each “δ1 level”) is identical to a large extent.
For the lighter halogens chlorine and bromine, the interaction

spheres show strongly attenuated energies of complex formation.
Thus, Figure 6a,d (as well as corresponding 2D plots in Figure 6b,c,
e,f) gives a quantitatively different, but qualitatively similar, impres-
sion when compared to the iodine figures. As the halogen bond
strength to the sulfur atom of methionine is much weaker for the
lighter halogens, the preferred interaction areas are much smaller
than for iodine.While there is still a reasonably large interaction area
for bromobenzene 3 3 3MET1, the area for chlorobenzene shrinks to
only those data points close to the optimal interaction geometry.

Figure 5. Spherical scans for iodobenzene. (a) Definition of front and back hemisphere for MET1 and position of dummy points A�C used to define
dihedral angles. Positions of dummy points B and C are highlighted by vectors centered at S5. (b) Illustration of dihedral angle δ1 (out-of-plane
rotation). δ1 represents the rotation around an axis through dummy point B and atom S5, which is part of the C�S�C plane and is oriented
perpendicularly to the mirror plane of the methionine fragment. (c) Illustration of dihedral angle δ2 (in-plane rotation). δ2 represents the rotation
around an axis from dummy point C to atom S5, which is oriented perpendicularly to the C�S�C plane. (d) Interaction energy sphere for the
iodobenzene 3 3 3MET1 complex, oriented to exemplify variations in δ1. (e) Interaction energy sphere for iodobenzene 3 3 3MET1 complex, oriented to
exemplify variations in δ2. (f, g) 2D plots (δ1 vs δ2) of interaction energies on the front hemisphere (f) and back hemisphere (g).
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Finally, we also perform spherical scans starting from the
unconstrained X 3 3 3MET1, X 3 3 3MET2, and X 3 3 3MET3 geo-
metries. These are shown in the Supporting Information (Figure
S5). For theMET1 interaction spheres, we observe a slight loss of
symmetry of the energy profiles which can be explained by taking
into account that the optimal σ-hole angle RS5�X6�C7 is not
180�. This means that two points placed on opposite sides of the
sphere are not identical in terms of the σ-hole angle and thus do
not lead to the same energies. Increasing the methionine model
in size from MET1 to MET2 and MET3, we observe a steady
increase of secondary interactions. An obvious example is Figure
S5c (Supporting Information), where the areas of favorable
interaction are extended toward Cβ and Cγ of the aliphatic side
chain. These secondary interactions (mostly CH-π contacts)
even outweigh the halogen bond in strength in the Cl 3 3 3MET3
complex (Supporting Information, Figure S5i). It thus appears
that the smallest model system (MET1) is best-suited to describe
an isolated halogen bond void of secondary interactions.

’DISCUSSION

We have proposed that halogen bonds addressing the sulfur
atom of a methionine side chain are favorable interactions that
have so far been neglected in molecular and drug design. We have
shown that all halobenzene model systems form complexes
featuring very similar equilibrium distances. This leads to the
assumption that chloro, bromo, and iodo moieties are easily

interchangeable as halogen bond partners of the sulfur atom. Our
calculations show that the I 3 3 3 S bond is rather strong [CCSD(T)
energies of �17.9 kJ/mol or �4.3 kcal/mol], strongest among
the halogens, and is superior to weak and moderately strong
hydrogen bonds (H 3 3 3 S contacts) when taking ligand desolva-
tion into account. We have elucidated the spatial behavior of
halogen bonds by performing scans varying distances, angles, and
dihedral angles, deducing simple rules of thumb useful for
computational biologists andmedicinal chemists alike. In Figure 7
we apply our results by projecting the interaction sphere onto
Met39 in the crystal structure of IL-2 with the bound ligand
SP4160.22 The actual geometry of the halogen on the sphere
closely matches the optimal interaction area predicted by the
calculations (Figure 7a). A comparison with the iodobenzene 3 3
3MET1 interaction sphere exemplifies how a putative gain of
binding energy could be achieved by exchanging chlorine by
iodine (Figure 7b,c). It is possible to map these interaction
spheres on methionine residues in any crystal structure, enabling
medicinal chemists to determine favorable areas of interaction
within a binding site and exploit them for scaffold decoration or de
novo design.

This work demonstrating the strength of sulfur�halogen
bonds has implications not only for gaining compound affinity,
but particularly for tuning selectivity. So far, there is no way to
address the sulfur atom in a methionine residue selectively and
with a directed interaction, as can be achieved through halogen
bonding. This allows for novel scaffolds and unorthodox

Figure 6. Spherical scans for bromobenzene and chlorobenzene. (a) Interaction energy sphere for the bromobenzene 3 3 3MET1 complex (b, c) 2D
plots (δ1 vs δ2) of interaction energies on the front hemisphere (b) and back hemisphere (c) for the bromobenzene 3 3 3MET1 complex. (d) Interaction
energy sphere for the chlorobenzene 3 3 3MET1 complex. (e, f) 2D plots (δ1 vs δ2) of interaction energies on the front hemisphere (e) and back
hemisphere (f) for the chlorobenzene 3 3 3MET1 complex. (g) Color scale.
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approaches in medicinal chemistry. It facilitates exploiting new,
patentable chemistry and avoiding already patented chemical
space. Finally, our results provide blueprints for integrating
sulfur-halogen bonds into molecular design tools.

’METHODS

DFT-D and MP2 Structure Optimizations. All DFT and
MP2 calculations in this work were performed using the Turbo-
mole 6.2 suite of programs.25,26 The basis sets used were of triple-
ζ (def2-TZVPP)27 and quadruple-ζ (def2-QZVPP)27 quality.
Relativistic effects for iodine were considered by an effective core
potential (ECP).28 MP2 calculations were done in combination
with the resolution of identity (RI) technique29�32 and the
frozen core approximation. The frozen core orbitals were attrib-
uted by the default setting in Turbomole, by which all orbitals
possessing energies below 3.0 au are considered core orbitals.
The SCF convergence criterion was increased to 10�8 Hartree
for all calculations. Interaction energies were counterpoise-
corrected using the procedure of Boys and Bernardi33 where
indicated (Tables 1 and 2) in order to correct for basis set
superposition errors (BSSEs). DFT calculations were performed
using the RI approximation34�36 with the BP86,37,38 BLYP,37,39

and TPSS40 functionals. The RI approximation is not efficient for
hybrid functionals and hence was not used in B3LYP37,39,41

calculations. All functionals were augmented with an empirical
dispersion correction as proposed by Grimme,42 which we have
indicated by appending “-D” to their names (i.e., BP86-D, BLYP-
D, B3LYP-D, TPSS-D). We used the def2-TZVPP27 basis set
throughout, employing a relativistic ECP for iodine.28

CCSD(T) Calculations. Structure optimizations for iodoben-
zene, MET1, and the adduct system were performed with the
Turbomole suite employing the SCS-MP243 method and the
def2-QZVPP27 basis set. Additionally, we performed MP2 single
point calculations with the cc-pVTZ and cc-pVQZ44�46 basis
sets. These MP2 calculations were done in combination with the

RI technique29�32,47 and the frozen core approximation as
described above. Relativistic effects for iodine were considered
by an effective core potential (ECP).46

CCSD(T) calculationswere carried out with the cc-pVTZ44�46

basis set employing the MOLPRO48 program package. Relativis-
tic effects for iodine were again considered by a relativistic
pseudopotential. All CCSD(T) and MP2 energies were counter-
poise-corrected using the procedure of Boys and Bernardi.33 The
contribution of higher order correlation energy was determined
by the following scheme:49,50

ΔECCSDðTÞCBS ¼ ΔEMP2
CBS þ ðΔECCSDðTÞcc-pVTZ �ΔEMP2

cc-pVTZÞ ð1Þ

This is based on the assumption that the difference between the
CCSD(T) and MP2 interaction energies (ΔECCSD(T)�ΔEMP2)
depends only slightly on basis set size and therefore can be
determined with small- or medium-sized basis sets like cc-pVTZ.
ΔECBS

MP2 is theMP2 energy at the complete basis set limit which
was obtained by the extrapolation procedure proposed by
Halkier et al.:51

ΔEMP2
CBS ¼ ΔEMP2

X X3 �ΔEMP2
Y Y 3

X3 � Y 3
ð2Þ

where X and Y are the cardinal numbers of the cc-pVTZ and
cc-pVQZ basis set, respectively.
Distance Scans. All distance scans were performed using the

optimizedMP2/TZVPP geometries as starting points. The bond
distances dX 3 3 3 S (dH 3 3 3 S for benzene) were then elongated or
shortened in 2 pm steps (5 pm further away from the minimum),
with the rest of the ligand structure (halobenzene or benzene)
transformed accordingly. For each step, single-point (SCF)
calculations were performed using MP2/TZVPP.
Spherical Scans. Input files were generated from the optimized

MP2/TZVPP geometry in Cs symmetry with the angleRS5�X6�C7

restricted to 180� and the dihedral angle δC3�C4�S5�X6 restricted
to 90� (comparison of minimum geometry and constrained
geometry given in Supporting Information, Figure S4). In order
to generate a full sphere of input geometries for subsequent
calculations, the optimized structure was transformed as follows:
The sulfur atomwas placed on the origin of the coordinate system
and the entire complex was rotated until the halogen atom was
positioned on the positive x-axis. Let R denote the angle of
rotation counterclockwise around the z-axis and β denote the
angle of rotation counterclockwise around the x-axis. R was
gradually increased from 0� to 180� in steps of 5�. For each R-
value, βwas varied from 0� to 355� in steps of 5�, leading to a total
number of 2664 halogen positions distributed on a sphere. The
structure of the ligand was not altered during this transformation
process. Calculations were done as single point (SCF) calcula-
tions using the TPSS-D(RI)/TZVPP method.
For visualization purposes, several Python scripts were written

and executed in PyMOL.52 Interaction energies were partitioned
into bins and spectrum colors (red to blue to purple) were
assigned. At the positions of the halogens small CONE objects
with the appropriate coloring were generated. For the 2D plots,
36� 36 (δ1� δ2) matrices were generated from a worksheet of
δ1, δ2, and complex formation energy values using the XYZ
gridding tool in Origin 8.5 (OriginLab, Northampton, MA).
We used “weighted average” as the gridding method with a
search radius of 15. Final figures were generated as 2D
contour plots.

Figure 7. (a) Interaction sphere of chlorobenzene 3 3 3MET1 mapped
onto Met39 in PDB structure 1QVN, illustrating agreement of calcula-
tions with an experimentally determined crystal structure. (b) Mapping
of the iodobenzene 3 3 3MET1 interaction sphere onto Met39 exempli-
fies putative gain of binding energy by exchanging chlorine by iodine.
(c) Embedding of halogen-bonding interaction spheres in protein�
ligand environments facilitates recognition of preferential binding ge-
ometries in molecular design.



2314 dx.doi.org/10.1021/ct200245e |J. Chem. Theory Comput. 2011, 7, 2307–2315

Journal of Chemical Theory and Computation ARTICLE

’ASSOCIATED CONTENT

bS Supporting Information. A comparison of MP2 and
DFT methods for the complex formation energies and interac-
tion geometries is given in Table S1. The results of the basis set
extrapolation procedure to obtain CCSD(T)/CBS energies are
given in Table S2. A comparison of the freely optimized
geometries for iodobenzene with all three methionine model
systems is given in Figure S1. Distance scans with methionine
model systems of different sizes are given in Figure S2. A
comparison of common DFT-D functionals with MP2 exempli-
fied in the halobenzene�MET1 distance scans is presented in
Figure S3. A comparison of the constrained input structures for
the spherical scans and freely optimized structures is given in
Figure S4, and depictions of interaction spheres from noncon-
strained spherical scans are given in Figure S5. This material is
available free of charge via the Internet at http://pubs.acs.org.
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ABSTRACT: The partitioning of proteins and peptides at the membrane/water interface is a key step in many processes, including
the action of antimicrobial peptides, cell-penetrating peptides, and toxins, as well as signaling. To develop a computational model
that can be used to accurately represent such systems, the underlying model must be able to quantitatively represent the partitioning
preferences of amino acids in the lipid membrane. TheMARTINImodel provides a consistent set of parameters for building coarse-
grained models of systems involving lipids and proteins. Even though MARTINI is parametrized to reproduce the partitioning
behavior of small molecules, its ability to reproduce partitioning preferences of amino acids at lipid/water interfaces has never been
tested. In this study, we measured the partitioning free energies of side chains of amino acids using alchemical simulations and
umbrella sampling. The pentapeptides of sequence Ac-WLXLL were simulated at the POPC/water and cyclohexane/water
interfaces usingMARTINI, and the computed free energies were compared with theWimley�White hydrophobicity scale. The free
energy values obtained using the free energy perturbation, thermodynamic integration, and umbrella sampling methods were
compared to gain insight into the most efficient method and the degree of sampling required to obtain statistically accurate free
energies for use with atomistic force fields in future work. With the standard MARTINI water model, the amino acids D, E, K, and R
were found to be significantly too favorable in hydrophobic environments, whereas with the polarizable water model, the amino
acids D, E, K, and R were found to give correct free energies of partitioning. The amino acids P and F showed significant deviations
from the experimental values. This model system will be used in future improvements to the MARTINI model.

1. INTRODUCTION

Over the past few decades, computer simulations of biomo-
lecules have become a useful tool in understanding the dynamics
and mechanism of function with atomistic details.1 New sam-
pling methods coupled with increased computational resources
have made it possible to simulate the folding of small peptides
and proteins.2�4 The underlying parameters or force fields used
in atomistic representations of proteins have matured to the
point that free energies calculated using computer simulation
methods are in quantitative agreements with experiments.5

At the current state of simulation algorithms and computer
hardware, the time scales of typical atomistic simulations are
limited to (sub)microseconds, and the system size is limited
to hundreds of thousands of atoms. Sampling all relevant degrees
of freedom still remains a major challenge in biomolecular
simulations, considering that many interesting biological pro-
cesses occur on time scales beyond the reach of atomistic
simulations.

To simulate processes such as vesicle fusion, pore formation in
membranes, and the formation of protein complexes, several
simplified models have been developed.6�8 The use of these
coarse models allows for simulations of larger systems, for longer
time scales, while still providing significant structural detail.
Marrink and co-workers developedone such coarse-grainedmodel
for simulations of lipids and surfactant, coined MARTINI.9,10 In
the MARTINI model, several atoms are grouped together in one
bead that interacts with other beads through an effective potential.
This model was successfully applied to study long-time-scale
phenomena such as lipid monolayer collapse, domain formation
in vesicles, and vesicle fusion.11�13

Consistent with the original design philosophy, the interaction
parameters for the beads representing amino acids were chosen
to reproduce the experimental partitioning free energies of
amino acid analogues between water and cyclohexane.14 The
experimental data on partitioning free energies of amino acid
analogues have also been used to parametrize recent versions of
the GROMOS force field.15 However, as free energy calculations
are computationally intensive, small-molecule analogues rather
than complete amino acids or peptides are generally used and
compared with experimental data to obtain insight into the
performance of various classical force fields.16�19

To test our ability to accurately model lipid�protein interac-
tions, critical experimental data are essential, but such data are
rare.20 In addition, some accurate data are difficult to reproduce
by simulations because of the time scales or system complexity
that is required for an accurate comparison.21,22 Wimley and
White created a whole-residue hydrophobicity scale bymeasuring
the partitioning free energies of model peptides of the sequence
Ac-WLXLL, where X can be any of the 20 amino acids, at a
phospholipid (1-palmitoyl-2-oleoyl-sn-glycero-3-phosphocho-
line, POPC)/water interface and in a water/octanol mixture.23,24

This scale is routinely used in hydropathy plots for the prediction
of transmembrane regions in membrane proteins.25,26 These
peptides, because of their small size, can be simulated relatively
easily and can be used to gain further insight into the thermo-
dynamics of lipid�protein interactions. Some of these peptides
have previously been studied using atomistic simulations at
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cyclohexane/water, octanol/water, and 1,2-dioleoyl-sn-glycero-3-
phosphocholine (DOPC)/water interfaces and were found to
adsorb readily to the interface.27,28

The potential of mean force (PMF) profiles of amino acid
analogues across the DOPC bilayer were studied by Macallum
et al.29,30 In that study, the computed bulk to interface transfer free
energies were compared with free energies of partitioning of
Wimley�White peptides at octanol/water and POPC/water
interfaces, and moderate correlations (correlation coefficients of
0.84 and 0.61, respectively) were observed. These results were
attributed to the fact that the Wimley�White scale represents the
free energy of partitioning of side chains in the context of the
pentapeptide rather than partitioning of small-molecule analogues.

In this study, we computed the partitioning free energies of
side chains of all 20 amino acids as part of the WLXLL peptide at
the cyclohexane/water and POPC/water interfaces using the
MARTINI model. The latter set of values can be directly
compared with the experimental results of the Wimley�White
scale. The main motivations of this study were to investigate the
feasibility of a direct calculation of the Wimley�White scale for
use in the development and testing of force fields, to test and
possibly improve the MARTINI model's ability to describe
lipid�protein interactions, and to establish a well-defined ex-
perimental test system and simulation protocol that will be useful
in the future development of the MARTINI model.

2. METHODS

2.1. Coarse-Grained Simulations. All simulations were per-
formed with the GROMACS software (version 4.0 and above).31

In all simulations, a leapfrog integrator was used. All systems were
simulated at a temperature of 300 K and a pressure of 1 bar using
periodic boundary conditions. Peptides with the sequence
WLXLL, where X can be any of the 20 amino acids, were
simulated at the cyclohexane/water interface, the POPC/water
interface, and in bulk water, usingMARTINI force field v2.114 for
protein parameters and v2.010 for lipid parameters. In the
MARTINI model, four heavy atoms are generally represented
by a single interaction site. Polar (P), nonpolar (N), apolar (C),
and charged (Q) are the four main types of interaction sites.
These primary interaction types are further divided into subtypes
based on either hydrogen-bonding capabilities or degree of

polarity. To model the N-terminal cap of the Wimley�White
peptides, the default N-terminal bead was replaced with the
P5 bead.
Amino acids were represented in their default protonations

state for pH 8; that is, the D and E side chains were negatively
charged, the K and R side chains were positively charged, and the
rest were neutral. The C terminus was modeled with a negative
charge to mimic the deprotonated state at pH 8, except for X = K
or R, which were represented by a neutral C-terminus bead (P5)
to mimic pH 2. Additional simulations for the system with X = A
were carried out with a neutral C terminus.
For the systems containing either the cyclohexane/water or

POPC/water interface, the initial configuration was prepared by
inserting two peptides in the water phase and deleting the
overlapping water molecules. In the case of the system containing
the POPC/water interface, the initial adsorption of the peptides at
opposite leaflets of the bilayer was facilitated by subjecting the
peptides to a constant acceleration of 0.05 nm ps�2 in opposite
directions, for a duration of 30 ns. The system was further
simulated without any acceleration for 500 ns, during which time
the temperature was maintained by coupling the system to a
Nos�e�Hoover32,33 thermostat with a coupling constant of 1.5 ps
and the pressure was maintained by coupling the system semi-
isotropically to a Parrinello�Rahman barostat34 with a coupling
constant of 2.5 ps. The systems containing cyclohexane/water
were coupled to a Berendsen pressure bath,35 in only the Z
dimension (perpendicular to the cyclohexane/water interface),
with a coupling constant of 1 ps and were simulated for an
additional 2 μs. Snapshots of the cyclohexane/water and POPC/
water systems with peptides are shown in Figure 1 and were
prepared using VMD software.36

2.1.1. Free Energy Calculations. The free energies of partition-
ing of the side-chain residues can be calculated using the
thermodynamic cycle shown in Figure 2. Simulations in which
a chemical species is transformed into another through an
unphysical pathway are referred to as alchemical simulations.37

Alternatively, a system can be transformed from one state into
another by performing simple displacements. Thus, the free
energies of partitioning can be obtained by either following the
vertical lines using alchemical simulations or by following the
horizontal lines and computing the potential of mean force as a
function of distance from the interface, for example, by using

Figure 1. Snapshots of simulations depicting WLELL peptides at the POPC/water interface (left) and WLFLL peptides at the cyclohexane/water
interface (right). Water beads are colored ice blue, cyclohexane is colored pink, peptide beads are colored white, and X3 beads are colored red.
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umbrella sampling (US).38 Free energies from alchemical simu-
lations can be computed using the thermodynamic integration
(TI) method, in which the derivative of the Hamiltonian is
computed along a reaction coordinate describing the alchemical
transformation, which is then integrated numerically to obtain
the free energy difference,39 or using the free energy perturbation
(FEP) method, in which the free energy difference is estimated
from the exponential average of the difference in energy
between the states.40 To calculate the free energy estimates
from the data obtained using either the FEP or US approach,
methods such as the weighted histogram analysis method
(WHAM) or the multiple Bennett acceptance ratio (MBAR)
can be employed.41,42

The partitioning free energies for amino acids were calculated
at the cyclohexane/water interface and POPC/water interface
using the thermodynamic cycle shown in Figure 2. At the
cyclohexane/water interface, free energies were computed using
both alchemical simulations and umbrella sampling. For alchemical
simulations, the free energies were computed using both FEP
and TI. The MBAR method implemented in the pyMBAR41

program was used to estimate free energies and uncertainties
from FEP data, and for TI, the uncertainties were calculated using
the method described by Hess, which involves fitting an analytic
function to a standard error estimate of a measured observable
(∂H/∂λ, in this case) as a function of block size.43

The initial configurations of production runs were used as the
starting configurations for each intermediate state, and the
peptides were accelerated toward the interface for 200 ps. Nine-
teen equally spaced intermediate states were defined using the
coupling parameter λ, which linearly switches off Lennard-Jones
(LJ) and Columb interactions of the perturbed side chain as λ
goes from 0 to 1. To avoid singularities, soft-core interactions
were used for LJ interactions.44 All simulations included 10 ns of
equilibration, followed by production runs of 0.5 μs for each λ
value. For TI, the numerical integration of ∂H/∂λwas carried out
using Simpson’s rule. The potential energy differences between
all intermediate states are required in MBAR and were obtained

by recalculating the potential energies from the trajectories using
the -rerun option of the GROMACS mdrun program. For
peptides containing charged residues, free energy calculations
were also performed using the polarizable MARTINI water
model, and the charges were decoupled separately.45

The PMF profiles for pulling the entire peptide from an
interface to the bulk were computed using the distance between
the center of mass (COM) of cyclohexane and the COM of the
peptide as the reaction coordinate. Thirty-one equally spaced
windows (0.1 nm) were used. The COM of the peptide was held
at its position by applying a harmonic potential with a force
constant of 1000 kJ nm�2. After initial equilibration, data were
collected for 250 ns for each window, and the entire simulation
was repeated twice. The data were analyzed using the weighed
histogram method (WHAM) as implemented in GROMACS.46

The free energy of adsorption at the interface from the bulk was
calculated as ΔGX = �RT ln[

R
zf
zse�ΔG(z)/RT dz], where zs =

1.5 nm and zf = 4.0 nm represent the coordinates of the
cyclohexane/water interface and bulk water, respectively. The
integrations were carried out with numerical integrationmethods
using Simpson’s rule. The averages and standard errors were
computed using the two data sets and are reported.
All peptides were modeled without any dihedral potential on

consecutive backbone beads. However, to determine the effects
of different pseudodihedral parameters defining the backbone
geometry, two peptides (with X = I or E) were chosen, and the
free energy of partitioning at the cyclohexane/water interface was
computed with different backbone parameters representing
helix, extended, turn, and bend structures and with a pseudodi-
hedral potential derived from an atomistic simulation (only
WLELL). In all cases, the backbone was represented by a P5 bead.
2.2. All-Atom Simulations. All atomistic simulations were

performed using the OPLS force field and SPCE water model.47,48

The N terminus of the peptide was capped with an acetyl group,
and the C terminus was deprotonated. To obtain the backbone
dihedral potential for the coarse-grained WLELL peptide, 40
atomistic simulations of 40-ns duration were carried out. The
probability densities of pseudodihedrals between four consecutive
C-R carbons were measured, and the dihedral potential was
derived by the Boltzmann inversion of the average probability
density.

3. RESULTS AND DISCUSSION

Experimental studies of these peptides in POPC/water have
shown that the peptides partition at the interface, without deep
penetration into the hydrocarbon core.24 This behavior was
attributed to the lack of secondary structure in the peptides,
resulting in a high energy cost of partitioning of the non-
hydrogen-bonded peptide backbone into the hydrocarbon core.
In agreement with the experimental observations, in our simula-
tions at both interfaces, the peptides were adsorbed at the interface,
with the charged C terminus oriented toward water.

Because we used two peptides (one at each interface), we
looked at the convergence of the simulations by comparing the
time evolution of the average probability density of the center of
mass (COM) of side chains at the interface. Figure 3 shows the
time evolution of side chain X for a few selected peptides. The
converged distributions were obtained within 300 ns of simula-
tion, and further sampling did not change the shape of the
distributions. Also, similar distributions were obtained from the
simulations of peptides at the cyclohexane/water interface, with

Figure 2. Thermodynamic cycle for the calculation of free energies of
partitioning of amino acids, ΔΔGresidue, at interfaces. WLXLLInter and
WLXLLBulk represent the peptide at the interface and in the bulk,
respectively. WLDXLL represents a peptide in which the side-chain
atoms of residue X have been converted to dummy atoms that have no
Lennard-Jones or Columbic interactions and the backbone bead is
converted to P5.
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or without angle potential parameters. Figure 4 shows the
distributions of side chain X for all peptides. At the cyclohex-
ane/water interface, the density of water drops from its bulk value
to almost 0 within ∼1 nm. The change in density of water is
more gradual near the membrane interface, with the decrease in
bulk water density marked by an increase in density of the
choline group (Q0), followed by that of the phosphate group
(Qa), both of which interact most favorably with the water bead
(P4). The region of the glycerol ester group (Na beads) is
chemically most diverse, as all of the beads have a presence in
that region. The decrease in density of water from its bulk value
to almost 0 occurs in∼1.7 nm near POPC. At the POPC/water
interface, the density distributions of D and E coincide with those
of beads Q0 and Qa, whereas the F, I, L, and P density
distributions coincide with those of the C1 and Na beads. Even
though the POPC/water interface is far more complex and
chemically diverse than the cyclohexane/water interface, certain
similarities between the side-chain distributions at the two
interfaces can be seen. All of the distributions have a single
maximum, and the position of this maximum correlates with the
hydrophobicity of the amino acids, with polar side chains
preferring water and apolar side chains oriented away from bulk
water. The similarity in side-chain distributions at the cyclohex-
ane/water and POPC/water interfaces indicates that the partial
density of water at the interface has the strongest effect on the
side-chain positions.

The side-chain distributions of the rest of the amino acids in
the pentapeptide (W1, L2, L4, and L5) for a few selected
peptides are shown in Figure 5. The type of amino acid at X
does not significantly affect the positions of the rest of the amino

acids, indicating that the peptides have enough conformational
flexibility to allow almost independent orientation of the indivi-
dual X amino acid. The distributions obtained from the two
peptides in the system are very similar, indicating that the amount
of sampling was adequate.
3.1. Free Energies. The partitioning free energies of side

chains at the cyclohexane/water interface obtained using the
FEP, TI, and US methods are reported in Table 1. Although
similar free energy estimations were obtained for all three
methods, the estimated errors were smallest for the free energy
estimates from FEP using theMBARmethod. As both the TI and
US methods involve numerical integration of the primary results
(∂H/∂λ and an average force as a function of distance, re-
spectively), the resulting values have comparatively larger un-
certainties. However, PMF profiles along physically relevant
reaction coordinates can provide additional insight; for example,
the PMF profiles at the cyclohexane/water interface of one
representative amino acid from each group are shown in Figure 6.
All of these profiles have a single minimum at the interface,
indicating that the adsorption of the peptide from bulk water is
barrierless, and the free energy increases rapidly while moving
away from the interface in either direction. Very similar PMF
profiles for Q, E, and A also indicate that the standard MARTINI
model does not sufficiently distinguish between water and
hydrophobic environments for charged particles.
The free energies of partitioning of side-chain residues at the

POPC/water interface, ΔΔGresidue, as computed using the FEP
method with the thermodynamic cycle in Figure 2, are shown in
Figure 7. Based on experimental free energies of partitioning, the
amino acids can be roughly divided into five groups, as shown in

Figure 3. (Left) Probability density of the side-chain COM as a function of the position at the interface and the simulation length at the POPC/water
interface for a few selected peptides. (Right) Distributions of the side-chain COMof amino acids at the cyclohexane/water interface for simulations with
(P2) and without (P1) an angle potential. For comparison of the distributions of different amino acids, the x axis was adjusted such that the intersection
of the densities of cyclohexane and water was always at 0. In the case of the POPC/water interface, the center between Q0 and COM of the first two C1

positions was set as 0.
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Figure 7. Group I contains the amino acids that are most
hydrophobic on the Wimley�White scale, in particular those

with aromatic side chains; group II consists of amino acids with
aliphatic side chains such as L and I and side chains containing
sulfur (C and M); group III consists of amino acids whose
partitioning free energies are very similar to that of alanine (A, S,
T, V, H, and G); group IV includes side chains containing amide
groups and proline (N, Q, and P); and group V consists of the
charged amino acids (D, E, K, and R). Considering the coarse-
grained description of the system, the experimental and com-
puted values are in good agreement for groups II and III. F, P, and
the amino acids in group V have the largest deviations from the
experimental values.
The free energies obtained at the POPC/water and cyclohexane/

water interfaces are compared in Figure 8. The side chains of
amino acids P and L are the most hydrophobic at the cyclohex-
ane/water interface, whereas W is the most hydrophobic at the
POPC/water interface. Also, the cyclohexane-to-water transfer
free energies are generally more positive than the transfer free
energies for POPC/water, except for W, Y, and H. In membrane
proteins, the W and Y residues are known to be preferentially
located at the regions corresponding to the membrane interfaces.
This preference is generally attributed to several factors, includ-
ing their flat rigid shape, cation�π interactions, and hydrogen
bonding.49�51

3.1.1. Group V.For side chains containing a net charge, Figure 4
shows that at the cyclohexane/water interface, the peptides
orient themselves to position these charged side chains toward
the bulk water, thus correctly preferring the water phase over
cyclohexane. However, the calculated free energies of partition-
ing are close to 0, as the free energies of annihilation of charged

Figure 4. Distributions of the side-chain COM of amino acids at the cyclohexane/water (left) and POPC/water (right) interfaces. The side-chain
distributions (legend label X) are filled. The partial densities of water, cyclohexane, and POPC are labeled as W, C, and P respectively. In the case of the
POPC/water interface, the density distributions of Q0, Qa, Na, and C1 beads are also shown. For the Na and C1 distributions, the COMs of the two Na

beads and the first two C1 beads, respectively, were used. For comparison of the distributions of different amino acids, the x axis was adjusted such that
the intersection of the densities of cyclohexane and water was always at 0. In the case of the POPC/water interface, the center between Q0 and the COM
of the first two C1 positions was set as 0. The average densities of water, cyclohexane, and POPC as functions of the Z dimension are also plotted.

Figure 5. Distributions of the side-chain COM of amino acids at the
POPC/water interface. Pep1 and Pep2 are the two peptides. The
distributions obtained from the two peptides (one at each interface)
are shown for W1 (lower left panel), L2 (lower right panel), X3 (top left
panel), and L4 (top right panel) side chains.
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side chains in the bulk and at the interface are very similar,
suggesting that the charged side chains are effectively in bulk
water. At the POPC/water interface, side chains D and E are
close to positively charged choline beads, whereas K and R have
maxima close to the negatively charged phosphate bead of
POPC. Even in this case, the calculated free energy values are
close to 0. The water molecule in the standard MARTINI model
is represented by a Lennard-Jones bead, and the interaction level
of charged beads with the water bead is the same as for other
polar beads, resulting in underestimation of the hydration free
energies of charged side chains. This problem was recently fixed
by introducing point charges into the water model to make the
water molecules polarizable and by modifying the interactions of
Q-type particles.45 Using this polarizable water model in the free
energy calculations of charged side chains resulted in significant
improvements (see Figure 7) at the POPC/water interface. In
Figure 9, the side-chain COM distributions obtained using the
polarizable water model are compared with those obtained from
standard MARTINI. The side-chain COM distributions with
respect to the interface in the two cases are similar.
In comparison to POPC, cyclohexane is far more apolar than

the lipid head groups. Therefore, it can be argued that the free
energy of partitioning of charged residues should be more
negative; alternatively, the cyclohexane/water interface is nar-
rower than the POPC/water interface, and reorientation of
peptides at cyclohexane/water interface could place the charged
side chains effectively in bulk water, resulting in low partitioning
free energies for the charged residues as compared to those at the
POPC/water interface. Because of the unavailability of experi-
mental data for these peptides at the cyclohexane/water inter-
face, it is not possible to validate the computed values.
3.1.2. F and P. In the MARTINI force field, the aromatic side

chains are modeled using ring particle beads that have lower
masses than other beads, with ring�ring interactions that are
scaled (σ = 0.43 and ε is scaled to 75% of its original value)
compared to interactions with the rest of the beads. From
Figure 4, it can be seen that the side chain of amino acid F
predominantly interacts with the tail beads (bead type C1) of
POPC molecules. The computed free energy of partitioning of F

indicates that the C1�SC4 interactions are strongly attractive,
resulting in large positive values as compared to the experimental
data. Proline is modeled using C2 and Na beads, where the Na

bead represents the backbone. This mapping leads to a higher
free energy of partitioning. Using beads that have more attractive
interactions with water molecules could improve the free energy
of partitioning compared to experimental values; however,
because of the lack of experimental solvation data for the proline

Table 1. Values of ΔΔG (kJ mol�1) at the Cyclohexane/
Water Interface Calculated Using the FEP, TI, and US
Methods

AA ΔΔGFEP
res ΔΔGTI

res ΔΔGUS
res

C 6.09( 0.03 6.1( 0.1 6.2( 0.1
D 0.68 ( 0.04 0.7( 0.1 �0.6 ( 0.1
E 0.34( 0.04 0.3( 0.1 �1.4( 0.2
F 10.45( 0.05 10.5( 0.1 10.4( 0.2
G �1.011( 0.001 �1.02( 0.02 �1.5( 0.2
H �2.20( 0.05 �2.2 ( 0.2 �1.9( 0.2
I 14.24( 0.03 14.2( 0.1 13.8( 0.3
K 1.76( 0.05 1.8( 0.1 2.6( 0.2
L 14.68( 0.03 14.7( 0.1 14.5( 0.2
M 7.83( 0.04 7.8 ( 0.1 7.9( 0.1
N �1.38( 0.04 �1.4( 0.1 �1.2( 0.4
P 20.24( 0.04 20.3( 0.1 20.0 ( 0.1
Q �1.37( 0.04 �1.4( 0.1 �1.3 ( 0.3
R �1.12( 0.05 �1.2( 0.1 0.4( 0.5
S �0.27( 0.03 �0.3( 0.1 �0.4( 0.1
T �0.25( 0.04 �0.2( 0.1 �0.1( 0.3
V 11.52( 0.03 11.5( 0.1 11.1( 0.3
W 5.43( 0.06 5.4( 0.2 5.6( 0.1
Y 2.15 ( 0.05 2.2( 0.1 2.0( 0.3

Figure 6. PMF profiles for peptides with X = A, E, I, Q, or W at the
cyclohexane/water interface as a function of the distance between the
COMs of cyclohexane and the peptide. The vertical black line represents
the interface, that is, where the densities of water and cyclohexane are
equal. The minimum for each profile is filled up to 1RT. The error bars
represent the variance multiplied by 10 so that they can be distinguished
from the lines.

Figure 7. Comparison of experimental (horizontal axis) and calculated
(vertical axis) partitioning free energies at the POPC/water interface as
obtained using the standard MARTINI FF (circles). Residues are
indicated by a corresponding single-letter amino acid code. The
partitioning free energies calculated using the polarizable water model
for side chains E, D, K, and R are represented by triangles. The solid blue
line indicates perfect agreement with the experimental data, and the
dashed lines indicate (0.5RT.



2322 dx.doi.org/10.1021/ct2002623 |J. Chem. Theory Comput. 2011, 7, 2316–2324

Journal of Chemical Theory and Computation ARTICLE

residue, it is difficult to justify such mappings for proline. The
side-chain mappings for these two residues will be addressed in a
future version of MARTINI.
3.2. Effects of Secondary Structure Parameters. In the

current MARTINI model, a protein can be modeled as having
a helix, coil, extended, turn, or bend secondary structure. The

choice of secondary structure affects the type of backbone bead
and associated bonded parameters. The current MARTINI
version does not model changes in secondary structure. Even
though the pentapeptides in this study do not have any preferred
secondary structure, the conformations adopted by a peptide in
the bulk water phase and at the interface could be significantly
different. At the interface, the peptide is more likely to adopt
conformations in which all of the hydrophobic side chains are
oriented toward the cyclohexane and the charged side chains are
oriented toward water, even when these conformations cause
some strain in the backbone structure. As well, the addition of a
dihedral potential will affect the conformational space explored
by the peptide in the bulk solvent. These effects would be highly
dependent on the peptide sequence, thus affecting partitioning
free energies to different degrees. We investigated the effect of
imposing a secondary structure on the free energy of partitioning
by carrying out simulations with various secondary-structure
parameters and computing the relative free energy of transfer of
the peptide, with given secondary-structure constraints, to the
bulk water asΔΔGs = (ΔGinter

s �ΔGbulk
s )� (ΔGinter

c �ΔGbulk
c ),

where ΔGinter
c and ΔGbulk

c are annihilation free energies of side-
chain beads of E or I at the cyclohexane/water interface and in
bulk water, respectively, for the peptide modeled as a coil and
ΔGinter

s andΔGbulk
s represent the corresponding free energies for

the peptide represented with helix, turn, extended, or bend
secondary structures. Furthermore, the dihedral potentials de-
rived from bulk atomistic simulations of the same peptide were
also employed. The resulting free energy values are reported in
Table 2. The WLILL peptide favors the interface by 18.7 kJ
mol�1 whenmodeled as a helix as compared to the coil structure,
whereas for theWLELL peptide, the differences between various
secondary structure representations are less than 1.5 kJmol�1. As
all of the side chains in the WLILL peptide are hydrophobic, the
helical conformations shield the polar backbone beads from
cyclohexane beads, allowing the peptide to penetrate deeper
into the cyclohexane region, resulting in better interactions
between the side chains and the cyclohexane beads. On the
other hand, the side-chain bead of E is always positioned toward
the bulk water, regardless of the secondary-structure constraints.
Enforcing a particular secondary structure can have a signifi-

cant impact on the partitioning free energy of a peptide at the
interface, particularly for extreme cases such as enforcing an R
helix for a hydrophobic peptide. This finding highlights the
importance of carefully considering the treatment of secondary
structure when using MARTINI to model peptides or
proteins and the need for further improvements in MARTINI
such that secondary-structure transitions can be adequately
incorporated.

Figure 8. Calculated side-chain partitioning free energies at the POPC/
water and cyclohexane/water interfaces as obtained using standard
MARTINI are labeled as ΔΔGcalcPOPC/w and ΔΔGcalcChex/w,
respectively. Free energies calculated using MARTINI with the polariz-
able water model (for side chains D, E, R and K) are labeled as
ΔΔGcalcPOPC/pw and ΔΔGcalcChex/pw, respectively.

Figure 9. Distributions of the side-chain COM of amino acids at the
cyclohexane/water (bottom) and POPC/water (top) interfaces, as
obtained using the polarizable water model (labeled as P and colored
red) or standard MARTINI (labeled as S and colored blue).

Table 2. ΔΔGs for Various Secondary Structures

ΔΔGs (kJ mol �1)

secondary structure E I

helix 0.9 18.7

extended 1.3 1.4

turn 1.1 9.4

bend 1.0 10.1

diha 0.7
aDih represents simulations carried out using the dihedral potential
extracted from atomistic simulations.
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4. CONCLUSIONS

We have calculated the partitioning free energy of amino acid
side chains using theMARTINImodel at cyclohexane/water and
POPC/water interfaces for the Wimley�White hydrophobicity
scale peptides WLXLL. The free energies obtained using TI,
FEP, and umbrella sampling were found to be in good agreement
with each other. Among the three methods employed in this
study, the free energies obtained using the FEP method coupled
with MBAR for free energy estimation had the smallest statistical
uncertainties.

Comparison of the experimental free energies at the POPC/
water interface with computed values revealed that the amino
acids F and P and the charged amino acids have the largest
deviation. Hydrophobic residues such as L, I, and V and those
with a net charge on the side chain are biased toward the
hydrophobic phase, whereas most of the polar amino acids have
a slightly higher preference for bulk water. In the case of amino
acids with a net charge, significant improvements in calculated
free energies were obtained by using the polarizable MARTINI
water model. P and F can be improved in future versions of
MARTINI with different bead mappings. For peptides at the
cyclohexane/water interface, the polarizable water model did not
have a significant effect on the free energy of partitioning of
charged residues. This could be due to limitations of the model,
but no experimental data are available for this system.

The choice of secondary-structure constraints imposed on the
peptides affects the partitioning free energies, highlighting the
importance of improving the representation of secondary struc-
ture inMARTINI, because, for simulations of peptide adsorption
at an interface, it is important that the coarse model of the
peptide be able to model the secondary-structure changes that
could occur during peptide adsorption.

Because the coarse-grained representation was used, simula-
tions of 0.2�0.5 μs per λ point were feasible, resulting in good
convergence. It can be estimated that, if all-atom models were to
be employed, sampling of an order of magnitude higher would
likely be required to obtain free energy values with reasonable
uncertainty. Although this is currently a significant computational
challenge, such simulations will be in easy reach in the near future
and allow access to key thermodynamic data on lipid/peptide
interactions to further improve simulations of biologicalmembranes.
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ABSTRACT: We assess the performance of density functional theory (DFT) and Møller�Plesset second-order perturbation
theory (MP2) for predicting structural parameters in Ru complexes, in particular, a Ru(IV) allyl dicationic complex with the formula
[Ru(η5-Cp*)(η3-CH2CHCHC6H5)(NCCH3)2]

2þ and the molecules RuO4 and Ru(C2O4)2(H2O)2
�, where Cp* denotes C5Me5

and Me denotes methyl. The density functionals studied are B3LYP, B3PW91, M05, M06, M06-L, MOHLYP, MPW3LYP, PBE0,
PW6B95, SOGGA, τHCTHhyb, ωB97X, and ωB97X-D, in combination with three different basis sets, namely, LANL2DZ, def2-
SVP, and def2-TZVP. The theoretically computed Ru�C distances corresponding to the phenylallyl complex are especially well
predicted by the SOGGA (pure DFT) andωB97X-D (DFT plus an empirical molecular mechanics term) methods. This contrasts
with an article in this Journal [Calhorda, M. J.; Pregosin, P. S.; Veiros, L. F. J. Chem. Theory Comput. 2007, 3, 665�670] in which it
was found that DFT cannot account for these Ru�C distances. Averaging over four Ru�C distances in the allyl complex and three
unique Ru�O distances in RuO4 and Ru(C2O4)2(H2O)2

�, the SOGGA and ωB97X-D methods have both a smaller mean
unsigned error than MP2 and the same maximum error. The M06, PW6B95, PBE0, M06-L, and ωB97X density functionals also
have a smaller or the same mean unsigned error as MP2.

’ INTRODUCTION

The organometallic chemistry of ruthenium is very interesting
from both synthetic and theoretical points of view. Ruthenium
catalysts are used in a wide range of applications including
hydroamination,1 metathesis,2 hydrogenation,3 selective trans-
formation of alkynes,4 and allylic alkylation.5 Quantum chemical
modeling of such catalytic systems is a key step in the rational
design and understanding of the detailed mechanisms of catalytic
processes. The large size of catalytic systems makes their study
with reliable wave function theory (WFT) difficult. Density
functional theory (DFT) offers an affordable and efficient
alternative if one uses an accurate enough exchange-correlation
functional and a suitable large basis set.

Fomine et al.6 performed DFT studies on ruthenium-alkyli-
dine-mediated metathesis of various olefins using a variety of
functionals, in particular, B3LYP,7 M05,8 and PBE0,9 and they
discussed stereoselectivity and the steric effect on activation
energy. Mathew et al.10 used B3LYP to study the structural
and energetic features of decomposition pathways of a Grubbs
second-generation olefin metathesis catalyst. Occhipinti et al.11

studied various Ru�L bonds in L-(PCy3)Cl2RudCH2 com-
plexes, where L is a dative ligand. Noncovalent interactions in a
Ru-triphenyl phosphine complex were studied by Sieffert and
B€uehl12 using the B3LYP, BP86,13 B3LYP-D,14 B97-D,15 M05,8

M05-2X,16 M06-L,17 M06-HF,18 and M06-2X19 functionals.
According to their study, B97-D, M06-HF, M06-L, M06, and
M06-2X produce the best agreement with the experimental20

binding enthalpies. Piacenza et al.21 assessed the performance of
the B3LYP, BP86, B97-D, TPSSh,22 and B2-PLYP23 functionals

for ruthenium- catalyzed olefin metathesis. The popular B3LYP
has the largest overall error. Tsipis et al.24 and Zhao and one of
the authors25,26 also applied DFT to ruthenium olefin catalysts,
and M06-L and M06 were found to perform better than older
fuctionals such as BP86, B3LYP, and TPSSh. Pandian et al.27

found the M06 functional to be useful for studying ruthenium-
catalyzed ring-closing metathesis. Diesendruck et al.28 showed
how BP86 and M06-L calculations can predict the configuration
of chelated ruthenium complexes. Sliwa and Handzlik29 evalu-
ated 31 different density functionals for reaction energies of
model Grubbs-type ruthenium complexes and found the best
performance with M06 and ωB97X-D. They also examined 20
density functionals for reproduction of the PCy3 dissociation
energy of a Grubbs catalyst and found the best performance with
M06-L, M06, and M06-2X. Dutta et al.30 studied reactions of
alkynes with cyclopentadienyl-ruthenium half-sandwich com-
pounds, and M06 calculations were in excellent agreement with
the bond lengths and bond angles and with the orientation of the
alkyne ligand; they could rationalize steric effects and relative
stabilities of mechanistic intermediates.

In light of these successes, we became interested in a paper in
this Journal entitled “Geometry Optimization of a Ru(IV) Allyl
Dicationic Complex: A DFT Failure?”31 That paper concluded
that popular density functionals, namely B3LYP, BLYP,13a,32

BPW91,13a,33 B3PW91,7a BP86, PW91,33 PBE,34 PBE0,34,35 and
mPW1PW91,35 even with reasonably large basis sets, greatly

Received: March 19, 2011
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overestimate the weak Ru�Cbond length involving a phenylallyl
ligand in the catalytic dication [Ru(η5-Cp*)(η3-CH2CHC-
HC6H5)(CH3CN)2]

2þ, abbreviated here as Complex-1. Here,
the acetonitrile ligands are coordinated at the nitrogen, and Cp*,
as usual, denotes C5Me5 where Me is a methyl group. The
experimental structure was obtained by X-ray diffraction from
the salt crystal. The DFT overestimates that they found for
Ru�C bond distances are 0.38�0.46 Å, and Hartree�Fock
theory overestimates the key Ru�C bond length (called Ru�C3
in Figure 1) by 0.60 Å. The authors also concluded that WFT in
the form of Møller�Plesset second-order perturbation theory
(MP2) is more accurate than DFT and yields results that agree
with the experimental ones within 0.07 Å. However, they did not
test more recently developed density functionals such as M05,
M06, M06-L, SOGGA,36 ωB97X,37 and ωB97X-D.38 Thus, it
was the initial goal of the present study to test these functionals
on the problem studied by Calhorda et al.31 To make the process
more complete, we also tested seven other density functionals
and Hartree�Fock theory.

In order to test the generality of our conclusions, we also
consider bond lengths in two other Ru complexes, RuO4 and
Ru(C2O4)2(H2O)2

�.

’METHODOLOGY

We have employed 15 levels of electronic structure theory, in
particular, Hartree�Fock theory, MP2 theory, and 13 density
functionals, namely, B3LYP, B3PW91, M05, M06-L, M06-2X,
MOHLYP,39 MPW3LYP,40 PW6B95,41 PBE0, SOGGA,
τHCTHhyb,42 ωB97X, and ωB97X-D.

The SOGGA and M06-L functionals are particularly interest-
ing because previous work36 has shown that they have good
accuracy for geometries, and furthermore, because they do not
involve any Hartree�Fock exchange, they are particularly effi-
cient for geometry optimization of large systems.

We combine these levels with a variety of basis sets, namely,
LANL2DZ,43 def2-SVP,44 and def2-TZVP,44 for a total of 45
model chemistries. Use of the LANL2DZ basis set also implies
usage of its associated effective core potential (ECP) to replace

the 28-electron inner core of Ru, whereas calculations with the
def2-class basis sets replace the 28-electron inner core of Ru with
the Stuttgart ECPs.45 Both the LANL2DZ and Stuttgart ECPs
account for scalar relativistic effects (they are therefore some-
times called relativistic ECPs, i.e., RECPs). Gaussian 0946 and a
locally modified version, MNGFM4.1,47 were used for the
geometry optimization calculations with the option “scf=tight”.
The integration grid employed is “ultrafine” as defined in
Gaussian 09.46 The calculations on the odd-electron anion were
carried out with spin unrestricted methods (UHF and spin-
polarized DFT). The atomic charges were computed employing
ChelpG,48 Merz�Kollamn,49 and natural bond orbital (NBO)
analysis50 schemes. For ChelpG and Merz�Kollman methods,
we set the radius of Ru to 2.07 Å.51

’STRUCTURES

Wewill consider two Ru dication structures. The experimental
structure52 that forms the basis for the comparison of Calhorda
et al.31 is [Ru(η5-Cp*)η3(CH2CHCHC6H5)(CH3CN)2]

2þ, ab-
breviated here as Complex-1. However, Calhorda et al. modeled
this as [Ru(η5-Cp)(η3-CH2CHCHC6H5)(CH3CN)2]

2þ (which
we call Complex-2), where Cp denotes C5H5. We will compare
the calculated structural parameters of Complex-1 to experi-
mental results and discuss unsigned errors and mean unsigned
errors (MUEs). Coordinates of calculated structures are in the
Supporting Information. For Complex-2, we will compare the
calculated structure to the calculated structure for Complex-1. In
this case, we discuss the results as unsigned deviations and mean
unsigned deviations (MUDs). The comparisons for Complex-1
and Complex-2 are focused on Ru�C distances and C�C�C
bond angles in the allyl ligand.

To test the performance of the theoretical models used in this
study beyond Ru�C bonding, we have also selected two
structures containing Ru�O bonds, namely, RuO4

53 and the
molecular fragment Ru(C2O4)2(H2O)2

� from the trans-di-
methylammonium bis(oxalato) diaquaruthenate (III) tetrahy-
drate54 complex. The coordinates of these systems were taken
from their experimental crystal structures available at ICSD.55

Figure 1 depicts the structures of Complex-1, Complex-2,
RuO4,

53 and Ru(C2O4)2(H2O)2
�.54

’RESULTS AND DISCUSSION

Figure 1 shows that Complex-1 and Complex-2 involve
coordination of a phenylallyl ligand to ruthenium. For a
structural analysis of Complex-1 and Complex-2, we select all
of the Ru�C bond lengths, namely, Ru�C1, Ru�C2, and
Ru�C3, where C1, C2, and C3 are identified in Figure 1, and
Ru�CR, where CR denotes one of the carbons of the cyclopen-
tadienyl ligand. In all cases, we use the average of the five Ru�CR
values and treat this average as a single variable. We also consider
the C1�C2�C3 bond angles in the allyl portion of the phenylallyl
ligand, denoted by —C1�C2�C3. In order to test the ability of
the model chemistries to reproduce the geometrical parameters,
we compute the errors and mean unsigned errors (MUEs) for
these parameters with respect to the experimental parameters.52

In assessing the qualities of HF, MP2, and the density
functionals, we consider only the largest basis set, namely,
def2-TZVP. We will, however, also discuss basis set effects.

Tables 1 and 2 show that the new-generation functionals,
namely, SOGGA, M05, M06, M06-L, PW6B95, ωB97X, and
ωB97X-D, when used with the def2-TZVP basis set, yield small

Figure 1. Structures of (a) Complex-1, (b)Complex-2, (c) Ru(C2O4)2-
(H2O)2

�, and (d) RuO4. Color conventions: hydrogen, light gray;
carbon, black; nitrogen, blue; oxygen, red; and ruthenium, green.
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MUE values typically in the same range as those for MP2
calculations. The older PBE0 functional also does well. For
Ru�C bond lengths, the popular functionals B3LYP and
B3PW91 yield larger MUEs of ∼0.12 and 0.08 Å, respectively.
It is also encouraging that Tables 3 and 4 show that all of
the density functionals studied here have much smaller errors
in —C1�C2�C3 than does MP2.

The key issue in the article by Calhorda et al. was the weak
Ru�C3 bond. They defined 0.07 Å as an “acceptable” error for this
bond but found that all density functionals tested had an error of at
least 0.23 Å. Tables 1 and 2 show eight functionals with an error less
than 0.23 Å for this bond. Four of these (PW6B95, SOGGA,
ωB97X, and ωB97X-D) have an error of 0.13 Å or less, and two
(SOGGAandωB97X-D) have an acceptable error of 0.07Åor less.

Table 1. Unsigned Error and Mean Unsigned Error (both in Å) Computed for Complex-1 Employing Different Model
Chemistries with Respect to the Experimental Values

bond distance basis set B3LYP B3PW91 HF M05 M06 M06-L MOHLYP MP2

Ru�C1 LANL2DZ 0.044 0.025 0.092 0.011 0.017 0.007 0.040 0.067

def2-SVP 0.007 0.086 0.005 0.016 0.007 0.012 0.015 0.010

def2-TZVP 0.007 0.015 0.001 0.019 0.007 0.012 0.013 0.020

Ru�C2 LANL2DZ 0.114 0.098 0.154 0.084 0.068 0.043 0.179 0.032

def2-SVP 0.078 0.034 0.101 0.035 0.032 0.025 0.125 0.063

def2-TZVP 0.088 0.044 0.106 0.042 0.039 0.028 0.142 0.074

Ru�C3 LANL2DZ 0.360 0.335 0.555 0.311 0.234 0.203 0.618 0.011

def2-SVP 0.306 0.194 0.409 0.193 0.138 0.148 0.523 0.078

def2-TZVP 0.337 0.227 0.424 0.216 0.159 0.160 0.563 0.073

Ru�CRa LANL2DZ 0.088 0.040 0.088 0.040 0.052 0.043 0.102 0.076

def2-SVP 0.035 0.011 0.035 0.011 0.003 0.016 0.045 0.027

def2-TZVP 0.029 0.015 0.029 0.015 0.000 0.021 0.039 0.040

MUEb LANL2DZ 0.15 0.12 0.22 0.11 0.09 0.07 0.23 0.05

def2-SVP 0.11 0.08 0.14 0.06 0.05 0.05 0.18 0.04

def2-TZVP 0.12 0.08 0.14 0.07 0.05 0.06 0.19 0.05
aAverage over five Ru�C distances for C atoms in the cyclopentadienyl ring. bMean unsigned error: average over four previous values.

Table 2. Unsigned Error and Mean Unsigned Error (both in Å) Computed for Complex-1 Employing Different Model
Chemistries with Respect to the Experimental Values

bond distance basis set MPW3LYP PBE0 PW6B95 SOGGA τHCTHhyb ωB97X ωB97X-D

Ru�C1 LANL2DZ 0.033 0.010 0.018 0.004 0.025 0.013 0.023

def2-SVP 0.008 0.018 0.013 0.024 0.002 0.020 0.008

def2-TZVP 0.008 0.023 0.016 0.029 0.006 0.022 0.011

Ru�C2 LANL2DZ 0.117 0.059 0.059 0.025 0.098 0.066 0.059

def2-SVP 0.072 0.016 0.020 0.017 0.051 0.018 0.017

def2-TZVP 0.083 0.022 0.025 0.014 0.059 0.024 0.021

Ru�C3 LANL2DZ 0.384 0.222 0.196 0.137 0.335 0.172 0.148

def2-SVP 0.280 0.123 0.115 0.052 0.228 0.066 0.056

def2-TZVP 0.320 0.149 0.129 0.066 0.260 0.088 0.074

Ru�CRa LANL2DZ 0.084 0.053 0.049 0.048 0.076 0.040 0.043

def2-SVP 0.033 0.002 0.004 0.004 0.024 0.009 0.002

def2-TZVP 0.031 0.002 0.010 0.007 0.020 0.010 0.004

MUEb LANL2DZ 0.15 0.09 0.08 0.05 0.13 0.07 0.07

def2-SVP 0.10 0.04 0.04 0.02 0.08 0.03 0.02

def2-TZVP 0.11 0.05 0.05 0.03 0.09 0.04 0.03
aAverage over five Ru�C distances for C atoms in cyclopentadienyl ring. bMean unsigned error: average over four previous values.

Table 3. Error (in degrees) Computed for —C1�C2�C3 for Complex-1

basis set B3LYP B3PW91 HF M05 M06 M06-L MOHLYP MP2

LANL2DZ 0.9 0.5 1.4 0.5 0.1 0.8 2.1 3.7

def2-SVP 0.9 0.3 1.3 0.1 0.8 0.8 1.9 4.6

def2-TZVP 1.0 0.2 1.1 0.1 0.7 0.9 1.9 4.9
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For Ru�Cbond distances, Tables 1 and 2 show that the popular
LANL2DZ basis set gives larger MUEs than the other two basis
sets, def2-SVP and def2-TZVP, and we judge it to be unreliable.
The other valence double-ζ basis set studied here, namely, def2-
SVP, performs as well as the valence triple-ζ basis set def2-TZVP.

In addition to the fact that they used older density functionals
and an inadequate basis set, one reason for the different conclu-
sions here and in ref 31 is that the model system, Complex-2,

selected byCalhorda et al.31 is not a good choice for modeling the
original system, Complex-1. Tables 5 and 6 list the absolute
deviation and MUD computed for Ru�C bond lengths for
Complex-2 with respect to the original complex (Complex-1);
Tables 7 and 8 list the deviation computed for —C1�C2�C3 in
Complex-2 with respect to Complex-1. It may be seen from these
tables that the substituents (five methyl groups) present on the
cyclopentadiene ring play an important role in the modification

Table 4. Error (in degrees) Computed for —C1�C2�C3 for Complex-1

basis set MPW3LYP PBE0 PW6B95 SOGGA τHCTHhyb ωB97X ωB97X-D

LANL2DZ 1.1 0.5 1.2 2.0 0.5 1.0 1.3

def2-SVP 0.7 0.6 1.4 2.5 0.1 1.8 1.9

def2-TZVP 0.9 1.0 1.6 3.4 0.2 1.5 1.8

Table 5. Unsigned Deviations and Mean Unsigned Deviations (both in Å) Computed for Complex-2 Employing Different Model
Chemistries with Respect to the Original Complex, Complex-1

bond distance basis set B3LYP B3PW91 HF M05 M06 M06-L MOHLYP MP2

Ru�C1 LANL2DZ 0.044 0.025 0.092 0.011 0.017 0.007 0.040 0.067

def2-SVP 0.007 0.086 0.005 0.016 0.007 0.012 0.015 0.010

def2-TZVP 0.007 0.015 0.001 0.019 0.007 0.012 0.013 0.020

Ru�C2 LANL2DZ 0.114 0.098 0.154 0.084 0.068 0.043 0.179 0.032

def2-SVP 0.078 0.034 0.101 0.035 0.032 0.025 0.125 0.063

def2-TZVP 0.088 0.044 0.106 0.042 0.039 0.028 0.142 0.074

Ru�C3 LANL2DZ 0.360 0.335 0.555 0.311 0.234 0.203 0.618 0.011

def2-SVP 0.306 0.194 0.409 0.193 0.138 0.148 0.523 0.078

def2-TZVP 0.337 0.227 0.424 0.216 0.159 0.160 0.563 0.073

Ru�CRa LANL2DZ 0.103 0.087 0.101 0.048 0.056 0.043 0.114 0.085

def2-SVP 0.035 0.012 0.035 0.011 0.003 0.016 0.045 0.027

def2-TZVP 0.033 0.009 0.029 0.015 0.000 0.021 0.039 0.040

MUDb LANL2DZ 0.155 0.136 0.226 0.114 0.094 0.074 0.238 0.049

def2-SVP 0.106 0.082 0.138 0.064 0.045 0.050 0.177 0.045

def2-TZVP 0.116 0.074 0.140 0.073 0.051 0.055 0.189 0.052
aAverage over five Ru�C distances for C atoms in the cyclopentadienyl ring. bMean unsigned error: average over four previous values.

Table 6. Unsigned Deviations and Mean Unsigned Deviations (both in Å) Computed for Complex-2 Employing Different Model
Chemistries with Respect to the Original Complex, Complex-1

bond distance basis set MPW3LYP PBE0 PW6B95 SOGGA τHCTHhyb ωB97X ωB97X-D

Ru�C1 LANL2DZ 0.033 0.010 0.018 0.004 0.025 0.013 0.023

def2-SVP 0.008 0.018 0.013 0.024 0.002 0.020 0.008

def2-TZVP 0.008 0.023 0.016 0.029 0.006 0.022 0.011

Ru�C2 LANL2DZ 0.117 0.059 0.059 0.025 0.098 0.066 0.059

def2-SVP 0.072 0.016 0.020 0.017 0.051 0.018 0.017

def2-TZVP 0.083 0.022 0.025 0.014 0.059 0.024 0.021

Ru�C3 LANL2DZ 0.384 0.222 0.196 0.137 0.335 0.172 0.148

def2-SVP 0.280 0.123 0.115 0.052 0.228 0.066 0.056

def2-TZVP 0.320 0.149 0.129 0.066 0.260 0.088 0.074

Ru�CRa LANL2DZ 0.090 0.062 0.055 0.055 0.087 0.050 0.052

def2-SVP 0.033 0.002 0.004 0.004 0.024 0.009 0.002

def2-TZVP 0.031 0.002 0.010 0.007 0.020 0.010 0.004

MUDb LANL2DZ 0.16 0.09 0.08 0.06 0.14 0.08 0.07

def2-SVP 0.10 0.04 0.04 0.02 0.08 0.03 0.27

def2-TZVP 0.11 0.05 0.05 0.03 0.09 0.04 0.03
aAverage over five Ru�C distances for C atoms in the cyclopentadienyl ring. bMean unsigned error: average over four previous values.
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of all Ru�C bond lengths; the MUDs with def2-TZVP are as
large as 0.19 Å. In fact, Calhorda et al. had studied this effect of
the methyl groups, but they reported bond length differences
smaller than 0.1 Å with the LANL2DZ basis set for Ru. We find
larger differences even with LANL2DZ. They found large errors
in Ru�C3 distances just as we find in Table 1 for B3LYP/
LANL2DZ, where the error is 0.36 Å. These errors are reduced to
0.14 Å by SOGGA/LANL2DZ and to 0.07 Å with SOGGA/
def2-TZVP.

For RuO4 and Ru(C2O4)2(H2O)2
�, we focus our attention

on the Ru�O bond lengths. The four Ru�O bonds in RuO4 are
equivalent and symmetric: for Ru(C2O4)2(H2O)2

�, two Ru�O
distances involving the water ligands are identical, and four
Ru�O distances involving oxalates are identical. Therefore, we
computed the MUEs as unweighted averages over the three
unique values. Tables 9 and 10 show the resulting MUE
computed for the Ru�O distances in these molecules with
various model chemistries. These tables show that the MUE in
the DFT bond lengths is typically 0.03�0.07 Å, with the best
results obtained by SOGGA (0.01 Å) and PW6B95 (0.03 Å). For
Ru�O bond lengths, the def2-SVP basis set is almost as good as
def2-TZVP, and LANL2DZ is again significantly less accurate.

Finally, in Table 11, we present an overall assessment of the
density functionals for computed bond distances. For this table,
we report the results with the most complete basis set, namely,
def2-TZVP, and we average over the errors in the seven Ru�C

Table 8. Deviation (in degrees) Computed for —C1�C2�C3 in Complex-2 with Respect to Complex-1

basis set MPW3LYP PBE0 PW6B95 SOGGA τHCTHhyb ωB97X ωB97X-D

LANL2DZ 1.1 0.5 1.2 2.00 0.5 1.0 1.3

def2-SVP 0.7 0.6 1.4 2.5 0.1 1.8 1.9

def2-TZVP 0.9 1.0 1.6 3.4 0.2 1.5 1.8

Table 7. Deviation (in degrees) Computed for —C1�C2�C3 in Complex-2 with Respect to Complex-1

basis set B3LYP B3PW91 HF M05 M06 M06-L MOHLYP MP2

LANL2DZ 0.9 0.5 1.4 0.5 0.1 0.8 2.1 3.7

def2-SVP 0.9 0.3 1.3 0.1 0.8 0.8 1.9 4.6

def2-TZVP 1.0 0.2 1.1 0.1 0.7 0.9 1.9 4.9

Table 9. MUEa (Å) Computed for Ru�O Distance in RuO4 and Ru(C2O4)2(H2O)2
�

basis set B3LYP B3PW91 HF M05 M06 M06-L MOHLYP MP2

LANL2DZ 0.056 0.045 0.054 0.059 0.055 0.054 0.074 0.075

def2-SVP 0.042 0.036 0.071 0.055 0.042 0.048 0.064 0.040

def2-TZVP 0.042 0.034 0.066 0.054 0.041 0.048 0.062 0.040
aMean unsigned error: average over three Ru�O values.

Table 10. MUEa (Å) Computed for Ru�O Distance in RuO4 and Ru(C2O4)2(H2O)2
�

basis set MPW3LYP PBE0 PW6B95 SOGGA τHCTHhyb ωB97X ωB97X-D

LANL2DZ 0.055 0.038 0.041 0.033 0.048 0.046 0.045

def2-SVP 0.041 0.034 0.027 0.014 0.034 0.046 0.044

def2-TZVP 0.040 0.031 0.027 0.012 0.033 0.045 0.043
aMean unsigned error: average over three Ru�O values.

Table 11. Overall Mean Unsigned Errors and Largest Errors
in Ru�C and Ru�O Bond Lengths (Å) for def2-TZVP Basis
Set

functional MUE (Ru-allyl)a MUE (Ru-X)b largestc

SOGGA 0.04 0.02 0.07

ωB97X-D 0.04 0.03 0.07

ωB97X 0.04 0.04 0.09

MP2 0.06 0.05 0.07

PW6B95 0.06 0.04 0.13

PBE0 0.06 0.04 0.15

M06 0.07 0.05 0.16

M06-L 0.07 0.05 0.16

M05 0.09 0.07 0.22

B3PW91 0.10 0.06 0.23

τHCTHhyb 0.11 0.06 0.26

MPW3LYP 0.14 0.08 0.32

B3LYP 0.14 0.09 0.34

HF 0.18 0.11 0.42

MOHLYP 0.24 0.13 0.56
aAverage over three Ru�C distances in which C is an allyl carbon.
bAverage over seven values for X = C or O; equivalent to a 4:3 weighted
average of the bottom rows of Tables 1 and 2 with the bottom rows of
Tables 9 and 10. c Largest absolute error for any of the four Ru�C or
three Ru�O distances.
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and Ru�O bond distances. For every density functional, we
tabulate the mean unsigned error and the maximum error; the
latter is usually, but not always, the error in the Ru�C3 distance
(in a few cases, namely, MP2, SOGGA,ωB97X, andωB97X-D, it
is an error in a Ru�O distance). Table 11 shows that seven

functionals have an average error smaller than or equal to that of
MP2, and of these seven functionals, two also have the same
maximum error. The two functionals that outperform MP2 in
MUE and do not have a larger maximum error than MP2 are
SOGGA and ωB97X-D. Although ωB97X-D contains an em-
pirical molecular mechanics term, SOGGA is simply a density
functional, as are all other methods in Table 11 except HF and
MP2. Because density functional calculations are much less
expensive than MP2 for large systems, it is very encouraging
that some of the density functionals outperform MP2. As an
example of the cost differential, with the def2-TZVP basis set, we
found for Complex-1 that a geometry optimization step with
the SOGGA, M06-L, or PBE0 density functionals is about 40
times faster than one with MP2, and a geometry optimization
step with M06, ωB97X-D, or PW6B95 is about 30 times faster
than with MP2.

In order to understand the effect of methyl groups on Cp*,
we used three schemes for electrostatic fitting to derermine
the partial charges on the atoms of Complex-1 and Complex-
2. In particular, we used ChelpG,48 Merz�Singh�Kollamn,49

and natural bond orbital (NBO)50 methods. Tables 12�14
show the differences in partial atomic charges between Com-
plex-1 and Complex-2 as determined by these analyses for the
five model chemistries with smallest errors in geometries.
(The charges themselves are given in the Supporting In-
formation.) It is well-known that Cp* is a better electron
donor than Cp, and Tables 12�14 (row 2) confirm this in that
the sum of the charges on all of the atoms in Cp* in methylated
Complex-1 is more positive than that for Cp from Complex-2.
However, the Ru atoms in Complex-1 are also more positive,
by 0.02�0.4 au depending on the method. The extra electron
density donated by Cp* ends up on the phenyl group, the
NCCH3 ligand on the phenyl side, and the allyl group
(especially C1), which are all less positive or more negative
in Complex-1 than in Complex-2.

’CONCLUSIONS

In the present study, we employed 45 different model
chemistries to assess the performance of density functional
methods in predicting the structural parameters of Ru bonds to
C and O. The important highlights of our study are as follows:
1 Ru�C distances in Complex-2 are quite different from
those of Complex-1, contrary to a previous31 assumption.

2 Selection of the model chemistry is an important step for
obtaining accurate geometries in studying catalytic complexes.

3 The popular B3LYP functional does not yield accurate
Ru�C bond lengths.

4 The popular LANL2DZ basis set is found to be inadequate
for studying the structural parameters.

5 Seven density functionals, namely, SOGGA, ωB97X-D,
PW6B95, M06, M06-L, ωB97X-D, and PBE0, have an
average error in Ru�X bond lengths, where X is C or O,
that is smaller than or equal to that of the more expensive
MP2method.Hence, we recommend these functionals with
the def2-SVP or def2-TZVP basis set for calculating Ru�C
and Ru�O bond lengths.

6 The presence of methyl groups on the Cp ring modifies the
electronic environment of the Ru center, making that
environment more negative.

The progress of DFT since the Calhorda et al. study of four years
ago is very encouraging.

Table 12. Difference between the ChelpG Charges of Com-
plex-1 and Complex-2 Calculated with the def2-TZVP Basis
Set for the FiveModel Chemistries with the Smallest Errors in
Geometries (qdifference= qComplex-1 � qComplex-2)

atoms M06 M06-L PW6B95 PBE0 ωB97X

Ru 0.38 0.33 0.29 0.31 0.42

CCp*�Cp
a 0.03 0.05 0.07 0.06 0.01

�C6H5 �0.05 �0.05 �0.05 �0.09 �0.04

�N1CCH3 �0.22 �0.21 �0.18 �0.15 �0.17

�N2CCH3 0.02 0.04 0.03 �0.02 �0.04

Allyl �0.15 �0.15 �0.15 �0.12 �0.18

C1 �0.18 �0.12 �0.07 �0.07 �0.16

C2 �0.33 �0.37 �0.38 �0.42 �0.38

C3 0.15 0.19 0.18 0.20 0.18
aDifference of sum over all of the atoms of Cp* and Cp rings.

Table 13. Difference between the MK Charges of Complex-1
and Complex-2 Calculated with the def2-TZVP Basis Set for
the Five Model Chemistries with the Smallest Errors in
Geometries (qdifference = qComplex-1 � qComplex-2)

atoms M06 M06-L PW6B95 PBE0 ωB97X

Ru 0.33 0.10 0.20 0.33 0.37

CCp*�Cp
a 0.04 0.14 0.10 0.05 0.02

�C6H5 �0.08 �0.08 �0.10 �0.07 �0.07

�N1CCH3 �0.23 �0.18 �0.15 �0.16 �0.17

�N2CCH3 0.05 0.10 0.03 �0.02 �0.02

Allyl �0.11 �0.07 �0.09 �0.14 �0.14

C1 �0.04 �0.05 �0.04 �0.08 �0.05

C2 �0.02 0.00 �0.01 0.03 0.00

C3 0.01 0.02 0.04 �0.03 0.01
aDifference of sum over all of the atoms of Cp* and Cp rings.

Table 14. Difference between the NBO Charges of Complex-
1 and Complex-2 Calculated with the def2-TZVP Basis Set for
the Five Model Chemistries with the Smallest Errors in
Geometries (qdifference = qComplex-1 � qComplex-2)

atoms M06 M06-L PW6B95 PBE0 ωB97X

Ru 0.02 0.01 0.01 0.01 0.02

CCp*�Cp
a 0.13 0.14 0.13 0.13 0.12

�C6H5 �0.07 �0.07 �0.08 �0.08 �0.06

�N1CCH3 �0.01 �0.01 0.00 �0.01 0.00

�N2CCH3 �0.02 �0.03 �0.02 �0.02 �0.02

Allyl �0.07 �0.06 �0.06 �0.06 �0.07

C1 �0.03 �0.02 �0.02 �0.55 �0.54

C2 0.01 0.01 0.02 �0.49 �0.48

C3 �0.05 �0.04 �0.05 �0.28 �0.27
aDifference of sum over all of the atoms of Cp* and Cp rings.
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and tables of the structural parameters (bond lengths and bond
angles) of Complex-1, Complex-2, Ru(C2O4)2(H2O)2

�, and
RuO4, computed for all of the model chemistries employed
herein, as well as a discussion exploring additional ruthenium
complexes. This material is available free of charge via the Internet
at http://pubs.acs.org.
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